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Data Source
B-Mode (top): grey-scale image in which the organs and tissues of interest are depicted
as points of variable brightness .
Power-Doppler(bottom) is a type of ultrasound imaging that displays the strength of the
Doppler signal in color.

Grade 0 Grade 1 Grade 2 Grade 3
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Motivation for this work

Problems with current synovitis grading procedures
There has been a lack of reliability in grading these images in the medical community due
to a lack of universally accepted diagnostic criteria [Momtazmanesh et al., 2022]
The human/machine variability creates an additional challenge in an efficient automated
scoring system [Ranganath et al., 2022]
There is a lack of consistency between doctors in grading these images [Momtazmanesh
et al., 2022]

Can a machine assign arthritis grades to these ultrasounds more reliably ?
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Developing a smart AI system
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Pipeline for developing such a system
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How modern AI methods learn: a typical neural network model
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Can we directly train any such model for synovitis grading ?
1 These models are typically huge !! (millions to billions of connections/parameters)
2 They require a large number images (again of the order of 100s of thousands to millions)

to find the right value of these parameters.
3 We typically don’t have that many ultrasound images to learn from.

So what should we do !!

Prashant Shekhar shekharp@erau.edu 8 / 24



Problem Introduction Developing a smart AI system Proposed AI system Results

Transfer Knowledge and Learning across models
1 We need to move beyond the data scarcity issue: Use models trained on publicly

available large datasets and leverage their ability, to grade our ultrasound scans.
2 We need a robust grader: Be minimally affected by noise in data. For example different

doctors, different ultrasound machines etc.
3 We need a universal model across joints: Be able to handle scans of different body

joints.
4 We need a universal model across ultrasound modes: Be able to handle grading for

both B-Mode and Power Doppler scans.
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Proposed AI system
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Regularized-Multitask Transfer Learning (Reg-MTL)
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Regularized-Multitask Transfer Learning (Reg-MTL)
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Model Inputs
Jointly training with B-Mode and Power Doppler mode scans handles the data scarcity
problem.
Jointly training allows the model to give importance to both modes and learn from both
modes.
Since algorithm searches for similar relevant image features across both modes jointly, it
learns to differentiate between noise and signal.
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Regularized-Multitask Transfer Learning (Reg-MTL)
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Common Net
Here we use ResNetv2 [He et al., 2016] architecture having 67 million parameters.
This model is pre-trained on ImageNet21K dataset which contains 14 million images from
21,000 classes. These includes natural images belonging to classes like cars, animals etc.
A model pre-trained on such images has been shown to extract good features even from
unrelated images such as ultrasound scans.
This idea is referred to as Transfer learning [Zhang et al. 2021] in the AI community.
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Transfer Learning idea: Image Models

Figure: Adapted from [Mukhlif et al., 2023]
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Regularized-Multitask Transfer Learning (Reg-MTL)
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B-Mode Net and Doppler Net
Mode specific models that use the joint features learnt by Common Net, to make grade
predictions.
These models have very few parameters (100s to 1000s). So tuning with few images is
possible.
We also constrain the behavior of these individual models to avoid learning from noise in
images. This is done through feature alignment to regularize the representations of
features learnt across B-Mode Net and Doppler Net.
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Feature alignment based regularization

Maximum Mean Discrepancies for feature aligning
Intuitively, the representations learnt across B-Mode Net and Doppler Net should be
similar. This is because the causal features across both modes have similar shapes.
We use this logic to regularize the behavior of the MTL model.
To implement this, we borrow ideas from the theory of Domain Adaptation [Long et al.,
2015] and use Maximum Mean Discrepancies (MMD) (1) to restrict the two individual
nets to learn similar representation

d2
k (p, q) ≜ ||Ep[ϕ(xB−Net)] − Eq[ϕ(xD−Net)]||2Hk (1)

Where Hk is the reproducing kernel Hilbert space (RKHS), ϕ is the feature map, and
xB−Net , xD−Net are corresponding feature representations learnt across BMode Net and
Doppler Net. The inner product in the RKHS is defined as k(x s , x t) = ⟨ϕ(x s), ϕ(x t)⟩
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Training Reg-MTL model

Cost function for Reg-MTL model
MMD is added to the MTL loss function with a scalar λ, a hyperparameter, which can be
tuned to control the hardness of the constraint.

Loss = 0.5 ∗ LossBM + 0.5 ∗ LossDM + λ ∗ LossMMD (2)

Where LossBM is the Cross-Entropy Loss of the B-Mode images, LossDM is the Cross-Entropy
Loss of the Power Doppler images, and LossMMD is the MMD loss

λ 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.20 0.30 0.40 0.50
BM 47% 42% 49% 49% 49% 50% 49% 49% 49% 50% 50% 51% 52% 51%
DM 62% 61% 63% 64% 60% 60% 60% 60% 60% 61% 62% 59% 59% 60%

Table: Finetuning λ for best trade-off between accuracy and robustness (validation accuracy)
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Results
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Data Distribution

Grade 0 Grade 1 Grade 2 Grade 3
B-Mode 415 156 465 205

Power Doppler 612 148 260 195

Table: Table showing the breakdown of images by sonographic RA synovitis grade and by Ultrasound
(US) image mode.

Training Validation Testing
B-Mode 558 373 310

Power Doppler 546 365 304

Table: Table showing the breakdown of images by dataset.
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Fine-tuning separate ResNetv2 pretrained models for each US mode

B-Mode
Validation Accuracy

Top 1 42.23% +/- 1.98%
Top 2 70.78% +/- 2.74%
Top 3 89.87% +/- 1.43%

Testing Accuracy
Top 1 41.03% +/- 1.62%
Top 2 72.58% +/- 2.24%
Top 3 91.06% +/- 1.32%

Doppler Mode

Validation Accuracy
Top 1 63.26% +/- 1.15%
Top 2 81.15% +/- 1.49%
Top 3 94.90% +/- 1.12%

Testing Accuracy
Top 1 61.78% +/- 1.69%
Top 2 80.79% +/- 1.81%
Top 3 94.21% +/- 1.31%

Top 1, top 2, and top 3 accuracy mean ± standard deviation of validation/testing set for ten trial runs.
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Fine-tuning one universal model (MTL) for both US modes jointly

B-Mode
Validation Accuracy

Top 1 52.04% +/- 1.57%
Top 2 78.02% +/- 1.29%
Top 3 93.43% +/- 1.17%

Testing Accuracy
Top 1 51.55% +/- 2.20%
Top 2 80.52% +/- 2.17%
Top 3 94.52% +/- 1.16%

Doppler Mode

Validation Accuracy
Top 1 61.18% +/- 3.20%
Top 2 81.51% +/- 2.23%
Top 3 95.21% +/- 1.18%

Testing Accuracy
Top 1 61.18% +/- 4.15%
Top 2 82.50% +/- 1.81%
Top 3 94.38% +/- 1.29%

Top 1, top 2, and top 3 accuracy mean ± standard deviation of validation/testing set for ten trial runs.
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B-Mode is always more difficult for arthritis grade prediction (relative to Power Doppler
mode).
The accuracy numbers reported for both B-Mode and Power-Doppler mode are close to
the performance level of a human rheumatologist [Ranganath et al.].

Benefits of Multitask learning
Improvement in B-Mode performance: Optimizing Reg-MTL jointly on B-Mode and
Power Doppler Mode improves the performance on B-Mode drastically.
Improvement in Power Doppler Mode performance: Optimizing Reg-MTL jointly on
B-Mode and Power Doppler Mode improves the sensitivity of grade 2 in Power Doppler.
This is because the model is able to transfer knowledge from large number of grade 2
samples in B-Mode. Grade 2 is usually the most difficult grade to predict correctly.
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Conclusion and Future work
⃝! Need for moving beyond data scarcity issue (Transfer Learning + Multitask Learning)
⃝! Need for a universal model across ultrasound modes (Multitask Learning)
⃝ Need for a robust grader (Causal Machine Learning ?)
⃝ Need for a universal model across joints (Domain Generalization ?)
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