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Abstract

This thesis considers the heavy ion dynamics due to ion-cyclotron resonance en-

ergization processes that take place in the turbulent region of the Earth’s topside,

high latitude ionosphere. We simulate the impact of this transverse heating process

upon energies and velocity distribution functions of outflowing oxygen ions (O+)

in the approximate altitude range of 800 km to 15,000 km. To do so most effectively,

we use a single particle tracing model that precisely reproduces the small-scale

wave-particle interaction of broadband extremely low frequency (BBELF) waves

with the ions’ cyclotron motions, leading to the upward acceleration of ions in

type-II ion outflows and ion conics. Instead of employing the guiding center ap-

proximation, as is usually done with single particle tracing models in order to

make the outflow simulation less computationally expensive, the trajectories here

resolve the ions’ full gyro-motion. The model’s uncustomary approach is validated

by its ability to contribute statistical results via Monte Carlo simulation which re-

flect, at least qualitatively, previous observations of transversely energized distri-

bution functions–ion conics. The effects of parallel potential drops and coherent

energization upon the distribution functions are are also examined.

In addition to the above result which uses a simple dipole Earth magnetic field

to recreate expected ion conic distribution functions, an adaptation of the model

is used to map the trajectories of transversely energized O+ ions throughout a

realistic NASA: BATSRUS Earth magnetosphere in order to determine probabilis-

tic magnetospheric destinations and escape likelihood for the ions. A multiple-

particle tracing technique is employed to qualitatively demonstrate the potential

of this model for investigating sources and fates of ion outflows. The use of NASA:
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CCMC’s Kameleon tool to interface with BATSRUS magnetosphere model output

resulted in the production of a versatile model that can be used with many CCMC

magnetospheric or heliospheric models, with a current specialization for exam-

ining the large scale effects of this small-scale resonance energization process in

the topside ionosphere and above. The tracer can therefore easily be adapted to

other regions of the Earth’s magnetosphere and ionosphere, other planets, or the

heliosphere.
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field of ~B=Bzẑ and a resonant, LHCP electric field of ~E = Ex cos(Ωct)x̂−
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Chapter 1

Introduction

An ongoing forefront of mankind’s collective effort to understand the physics gov-

erning the dynamics of his surrounding environment is that of the fluctuating

magnetic shield that protects the Earth and its organisms from the sun’s ener-

getic barrage of solar wind known as the ionosphere-magnetosphere system. The

historical mysteries brought upon by phenomena such as the brilliant displays

of the aurora and the dancing of a compass needle has sprung a chain of scien-

tific progress which has propelled our knowledge to a current position wherein

only the minor details in the description of the behavior of the magnetic shelter

remain. Space physics has achieved this description of magnetospheric dynamics

by means of obtaining and correlating observations with theory via physical mod-

els. Among the numerous processes and subsets of processes varying predictably

in time and space throughout the Earth’s space environment, a particularly crucial

branch of study concerns the coupling of ionospheric plasma to magnetospheric

plasma. Certain processes accelerate the supply of plasma from the ionosphere to

the magnetosphere. In the high latitude, dayside cusp and cleft regions and the

nightside polar cap boundary (PCB), magnetic turbulence resulting from plasma

flow of both solar and ionospheric origin contributes to global changes in magneto-

spheric configuration and ion composition. These changes dictate how the Earth’s

protective plasma environment will behave as a whole electromagnetically and are

for this reason important topics of study. An essential research topic is ionospheric

1



CHAPTER 1. INTRODUCTION 2

ion outflow. In particular, a prominent energization mechanism is wave-particle

interaction that occurs between ionospheric plasma and electromagnetic waves

in locations of magnetospheric turbulence. This non-thermal plasma acceleration

process referred to as ion-cyclotron resonance results in significant mass outflows

that have velocity distributions that are not conveniently predicted by global mag-

netosphere models. It has therefore been a necessity for recent global MHD models

to incorporate more realistic ionosphere-magnetosphere coupling by using kinetic

simulations at the lower boundary [Winglee, 1999, Wu et al., 2002].

To this end, this thesis considers a kinetic solution to simulate the effects of ion-

cyclotron resonance that is known to produce significant ionospheric oxygen ion

(O+) outflows (other acceleration mechanisms such as field-aligned electric poten-

tials are also briefly explored). Particularly, broadband extremely low frequncy

(BBELF) waves can accelerate O+ in the approximate region from 1000 to 15,000

km altitude at auroral latitudes (e.g., Bouhram et al. [2002]). The gyrofrequency

of O+ in this region can match the frequency of oscillation of the transverse com-

ponent of the BBELF electric wave field, which ranges approximately from a few

hertz to hundreds of hertz [Knudsen et al., 1998] and is the most common wave

in the auroral region [Hamrin et al., 2002]. Observations suggest that about 90%

of O+ transverse heating events are due to BBELF resonance, and 95% of all O+

outflows are associated with the BBELF field [Norqvist et al., 1998]. Yet, the en-

ergization process is not readily incorporated into ionospheric or magnetospheric

models due to the suprathermal heating caused by this small-scale wave-particle

interaction process. For this reason, the main results of this study obtain velocity

distribution functions via a fully kinetic, single particle tracing technique. A single

particle tracing model is able to replicate the small-scale energization process and

therefore has the capability to predict the non-Maxwellian structures of the result-

ing distribution functions. These structures in velocity space are referred to as ion

conics and are characterized by extended lobes in the transverse direction and a

narrow but energetic extent in the field-aligned direction (see Figure 1.1).

Another useful application of the single particle model is its ability to track par-

ticular ions which have been energized out to their magnetospheric destination.
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Figure 1.1: Qualitative display of a transversely heated ion conic [Chang, 1991].
The boldface arrows point in the direction of the mirror force which results from
the non-thermal transverse velocity and the gradient in the magnetic field strength.
The mirror force acts to convert transverse energy to parallel energy and move the
distribution upward towards the weaker magnetic field in attempt to maintain the
first adiabatic invariant.

This kind of model therefore allows us to correlate source regions and energization

processes to their effects upon regional composition in the magnetosphere. It is not

possible to accurately model the spatiotemporal dynamics of the magnetosphere

without the knowledge of source locations of ions for the different magnetospheric

regions. It has been a consensus for a few decades that the ionosphere is at least

a significant source of magnetospheric plasma and even the principal source, at

times [Chappell et al., 1981]. In particular, O+ must originate in the ionosphere
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because the solar wind does not contain much of this heavy ion. Then, upon con-

sideration that O+ is sometimes the dominant ion in regions such as the plasma

sheet, the ionosphere is the best explanation for their source [Chang et al., 1986,

Kintner et al., 1996]. O+ has been observed in many other regions of the magne-

tosphere, including the magnetotail lobe, magnetotail, cusp, plasma mantle, and

also in the magnetopause [Ebihara et al., 2006]. Another important motivation to

map the ion outflows to the magnetosphere is the role of the presence of O+ upon

slowing the rate of magnetic reconnection in the magnetotail [Baker et al., 1982].

Note that the thesis endeavor was dedicated mainly to the ground-up devel-

opment of a sound, efficient particle tracing model that imposes a novel, physical

application of this transverse energization process upon a realistic initial distribu-

tion of O+ ions. Therefore, the description of the model’s development and the

definition of future goals for this new model are main components of this thesis

document. The results portion of the study, then, serves to demonstrate qualita-

tive results which generally align with expectations using the model.

In the following chapters of this thesis, the details of the single particle model

are documented, and its capabilities are showcased. Chapter 2 serves to fully de-

scribe the physical and numerical theory governing the particle tracing model; the

functionality of the model is given an explanation via the full development of the

final equations of motion for the test particles. The third chapter provides model

validation experiments and an overview of the configuration of the simulation re-

gion. In Chapter 4, this study’s preliminary results which display the function of

the adaptation of the model which maps ions to a realistic magnetosphere are pre-

sented. Chapter 5 exhibits the main results of the study with the presentation of

ion conic distribution functions (as well counterstreaming distribution functions

caused by a downward parallel potential) and their dynamic tendencies in dif-

ferent electromagnetic environments. Chapter 6 suggests some main conclusions

that can be drawn from the effort in totality, and it lists future plans and potential

applications of the model.

The following figures provide illustrations of the outflow processes of concern.

Figure 1.3 serves to distinguish between type-I verses type-II outflows with the
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ion escape causal chain.

 

Figure 1.2: [Moore and Horwitz, 2007] Representation of the Earth’s magneto-
sphere and some possible ionospheric outflow destinations (represented by gray
arrows). The outflows have been energized above the gravitational escape energy.
The gray region is terrestrial plasma.
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Figure 1.3: [Zettergren et al., 2013] Representation of the ion escape causal chain.
Type-I, Joule-heated upflows at lower altitudes raise the ionosphere to altitudes
susceptible to transverse heating. The mirror force further elevates these trans-
versely heated ions in type-II outflows. The auroral acceleration region (AAR)
represents upwardly oriented, field-aligned potentials that often further accelerate
outflows above gravitational escape energy.



Chapter 2

Particle Tracer Concept

The Monte Carlo particle tracing model is an originally created body of code writ-

ten in Fortran 90 and specialized for this thesis’s purpose of reproducing distribu-

tion functions of typical type-II O+ outflows in the high latitude ionosphere which

occur during turbulent periods such as geomagnetic storms, substorms, electron

precipitation and (most often) auroral arc events due to transverse energization

by BBELF waves. Type-II outflows are distinguished from type-I, Joule-heated

upflows by their characteristic non-thermal heating mechanisms [Hultqvist et al.,

1999]. It is a non-self-consistent kinetic model which uses stochastically generated

transverse heating. The heating is reproduced by the addition into the equation of

motion a left-handed, circularly polarized (LHCP) electric field wave with a fre-

quency matching the ions’ gyrofrequency, but with a randomly generated phase.

The parallelized numerical integrator solves the kinetic equations of motion in

tandem for an initial exponentially decaying (with altitude) distribution of parti-

cles immersed in an environment replicating the electromagnetics of the Earth’s

magnetosphere-ionosphere lower cusp or its polar cap boundary (PCB) region,

where these type-II outflows are known to frequently occur. The simulation region

in the main portion of the study extends from 800 km to 3-4 RE altitude, while the

heating region has boundaries at 1000 km and 10,000 km as well as geographic

latitudinal boundaries between 72◦ and 75◦ (the use of geomagnetic latitude and

7
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magnetic local time will be implemented into the model in future work). This heat-

ing range corresponds to a typically used BBELF altitudinal extent. For example,

Zeng et al. [2006] and Wu et al. [1999] both use a BBELF heating region ranging

from 1600 km to 2 RE.

A single particle tracing model has the advantage of being able to precisely

reproduce small-scale plasma phenomena with minimal simplification or empir-

ical relationships. The obvious price of this advantage is computational costli-

ness. With efficiently designed coding mechanisms and parallelized computing

processes carried out in the fast execution environment of Fortran, a statistical,

single macroparticle tracer approach can be used to simulate realistic transversely

energized velocity distribution functions. When effectively extrapolated to the

large scale, these sharply defined distribution functions can be used in conjunction

with more macroscopic, fluid moment-based models (e.g. dynamic fluid-kinetic

models [Winglee, 1999, Wu et al., 1999, 2002, Zeng et al., 2006]). Our method is

especially valuable concerning the simulation of the effects of this transverse ener-

gization process which results in non-thermal velocity distribution functions. The

distribution functions are non-Maxwellian due to an absence of the ability of colli-

sions to force the distribution to thermal equilibrium (the collisional to collisionless

transition region is usually from around 1500 km to 2500 km [Zeng et al., 2006]).

It is therefore not possible for purely moment-based models to predict the non-

thermal, non-Maxwellian distribution functions which result from the transverse

heating that occurs at collisionless altitudes [Wu et al., 2002]. In addition, the ki-

netic model has the ability to produce commonly observed counterstreaming dis-

tribution functions which result from suprathermal processes such as downward

oriented, field-aligned electric fields, whereas large-scale models generally do not

have this capability [Singh and Chan, 1993].

It can be noted here that the effects of collisions can optionally be accounted

for in the model, but their application has not yet been developed to a level that

justifies inclusion in the physical simulation. Presently, we have in place a simple,

uniform random number generator which applies impulses of velocity at a specifi-

able magnitude and frequency. The frequency of collisions decreases with altitude.
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Further adaptations of this portion of the code such as a Gaussian number gener-

ator and an accurate representation of the collisional magnitude and frequency

change with altitude are necessary.

2.0.1 Developing the Basic Equations of Motion

Inherent in the kinetic approach is a mathematical separation of charged particle

dynamics and environmental electromagnetic fields. Although self-consistency

can be imposed upon the kinetic model, this feature is not implemented in the

present study. However, concerning the altitudes of interest, it is an accurate ap-

proximation to treat the particles as test particles within an imposed field. This

is because the ratio of energized ionospheric plasma to magnetospheric plasma

is small. Regions with a relatively higher such ratio require self-consistency due

to the primary role that magnetospheric plasma plays in creating the magnitude,

shape, and extent of the near-Earth electromagnetic environment [Bouhram et al.,

2003].

The objective to find the trajectory of a particle of specifiable mass and charge

(as well as an initial velocity and position) embedded in an electromagnetic field

environment is simple, in principle. The Lorentz force equation (solved for accel-

eration) for an ion takes the form:

~a = qi
mi
(~E +~v× ~B)

Here, qi and mi signify the ion’s charge and mass, respectively. In this study, we

will examine singly ionized oxygen, O+. Therefore, mi = mo = 2.65676× 10−26

kg and qi = e = 1.60218× 10−19 C, the elementary charge. The vectors ~a, ~v, ~E,

and ~B respectively indicate the particle’s acceleration, its velocity, the electric field

it experiences, and the Earth’s dipole magnetic field. In geocentric Cartesian coor-

dinates, the components of the Lorentz equation are:

ax = e
mo
(Ex + vyBz − vzBy)
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ay = e
mo
(Ey + vzBx − vxBz)

az =
e

mo
(Ez + vxBy − vyBx)

The familiar term for gravitational acceleration looks like:

~ag = −GME
r2 r̂

with G the gravitational constant (6.67384× 10−11[ m3

kg·s2 ]), ME the mass of the Earth

(5.97219 × 1024[kg]), r the magnitude of the Cartesian position vector, and unit

vector

r̂ =
~r
r
=

x√
x2 + y2 + z2

x̂ +
y√

x2 + y2 + z2
ŷ +

z√
x2 + y2 + z2

ẑ.

Therefore, adding in gravity, we have:

ax =
e

mo
(Ex + vyBz − vzBy)−

GMEx

(x2 + y2 + z2)
3
2

ay =
e

mo
(Ey + vzBx − vxBz)−

GMEy

(x2 + y2 + z2)
3
2

az =
e

mo
(Ez + vxBy − vyBx)−

GMEz

(x2 + y2 + z2)
3
2

(2.1)

In order to arrive at the final equations of motion, the following sections of

this chapter will further develop these basic equations of motion by deriving the

magnetic dipole coordinate system unit vectors expressed in geocentric Cartesian,

adopting an appropriate transverse electric field and parallel electric field, and

accounting for plasma motion in the BATSRUS magnetic field adaptation of the

model. Firstly, the following two subsections will briefly outline the mechanisms

which comprise the numerical model.
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2.0.2 Numerical Integrator

The main challenges concerning the numerical method of this integrator were

brought upon by the calculation of a particle motion that is chaotic at a minis-

cule scale, yet gradual on the larger scale of the Earth and its magnetosphere. It

follows by logic and by custom that, in order to resolve the gyro-motion, the trajec-

tories must be modeled using a time-step between consecutive calculations which

adjusts to always be a specified fraction of the gyro-period. As will be demon-

strated during the validation section of Chapter 3, a transversely energized ion

has an increasing Larmor radius and gyro-period throughout the resonance pro-

cess and throughout its upward trek. A study that was performed during the

developmental stage of this project was one in which the time-step’s optimal frac-

tion of the gyro-period was determined. A convergence study was performed via

the comparison of the trajectories calculated using various fractions of a period

to a standard trajectory that was produced by the use of a time-step that was one-

hundredth of a gyro-period. Accuracy was maintained for a tracing time of twenty

minutes with a maximum step of one twentieth of a gyro-period, and therefore the

variable CycleFraction = 0.05 in the model. The time-step dt is CycleFraction mul-

tiplied by the gyro-period:

dt = 2πmo
eB × .05 [s]

The numerical integrator of choice is a Runge-Kutta fourth-order integration

scheme. In a future study, this integrator will be compared to other fourth-order,

as well as to higher order, Runge-Kutta schemes. Also, a fourth order predictor-

corrector scheme should be compared to these.

To calculate the trajectories from the equations of motion, the three second-

order ordinary differential equations were broken into six first-order ordinary dif-

ferential equations. The dot notation signifies a time derivative.

ẋ = vx
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v̇x = e
mo
(Ex + vyBz − vzBy)− GMEx

(x2+y2+z2)
3
2

ẏ = vy

v̇y = e
mo
(Ey + vzBx − vxBz)− GMEy

(x2+y2+z2)
3
2

ż = vz

v̇z =
e

mo
(Ez + vxBy − vyBx)− GMEz

(x2+y2+z2)
3
2

The Runge-Kutta fourth order scheme was carried out via the following pro-

cess. Given the initial conditions x1, y1, z1, ẋ1, ẏ1, and ż1, the equations of motion

can be solved with the scheme that is listed below for reference.

dx1 = dt · ẋi

dvx1 = dt · v̇x(xi, yi, zi, ẋi, ẏi, żi, B(xi, yi, zi), ti)

dy1 = dt · ẏi

dvy1 = dt · v̇y(xi, yi, zi, ẋi, ẏi, żi, B(xi, yi, zi), ti)

dz1 = dt · żi

dvz1 = dt · v̇z(xi, yi, zi, ẋi, ẏi, żi, B(xi, yi, zi), ti)

dx2 = dt · (ẋi +
dx1

2 )

dvx2 = dt · v̇x(xi +
dx1

2 , yi +
dy1

2 , zi +
dz1

2 , ẋi +
dvx1

2 , ẏi +
dvy1

2 , żi +
dvz1

2 , B(xi +
dx1

2 , yi +
dy1

2 , zi +
dz1

2 ), ti +
dt
2 )

dy2 = dt · (ẏi +
dy1

2 )

dvy2 = dt · v̇y(xi +
dx1

2 , yi +
dy1

2 , zi +
dz1

2 , ẋi +
dvx1

2 , ẏi +
dvy1

2 , żi +
dvz1

2 , B(xi +
dx1

2 , yi +
dy1

2 , zi +
dz1

2 ), ti +
dt
2 )

dz2 = dt · (żi +
dz1

2 )

dvz2 = dt · v̇z(xi +
dx1

2 , yi +
dy1

2 , zi +
dz1

2 , ẋi +
dvx1

2 , ẏi +
dvy1

2 , żi +
dvz1

2 , B(xi +
dx1

2 , yi +
dy1

2 , zi +
dz1

2 ), ti +
dt
2 )
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dx3 = dt · (ẋi +
dx2

2 )

dvx3 = dt · v̇x(xi +
dx2

2 , yi +
dy2

2 , zi +
dz2

2 , ẋi +
dvx2

2 , ẏi +
dvy2

2 , żi +
dvz2

2 , B(xi +
dx2

2 , yi +
dy2

2 , zi +
dz2

2 ), ti +
dt
2 )

dy3 = dt · (ẏi +
dy2

2 )

dvy3 = dt · v̇y(xi +
dx2

2 , yi +
dy2

2 , zi +
dz2

2 , ẋi +
dvx2

2 , ẏi +
dvy2

2 , żi +
dvz2

2 , B(xi +
dx2

2 , yi +
dy2

2 , zi +
dz2

2 ), ti +
dt
2 )

dz3 = dt · (żi +
dz2

2 )

dvz3 = dt · v̇z(xi +
dx2

2 , yi +
dy2

2 , zi +
dz2

2 , ẋi +
dvx2

2 , ẏi +
dvy2

2 , żi +
dvz2

2 , B(xi +
dx2

2 , yi +
dy2

2 , zi +
dz2

2 ), ti +
dt
2 )

dx4 = dt · (ẋi + dx3)

dvx4 = dt · v̇x(xi + dx3, yi + dy3, zi + dz3, ẋi + dvx3, ẏi + dvy3, żi + dvz3, B(xi +

dx3, yi + dy3, zi + dz3), ti + dt)

dy4 = dt · (ẏi + dy3)

dvy4 = dt · v̇y(xi + dx3, yi + dy3, zi + dz3, ẋi + dvx3, ẏi + dvy3, żi + dvz3, B(xi +

dx3, yi + dy3, zi + dz3), ti + dt)

dz4 = dt · (żi + dz3)

dvz4 = dt · v̇z(xi + dx3, yi + dy3, zi + dz3, ẋi + dvx3, ẏi + dvy3, żi + dvz3, B(xi +

dx3, yi + dy3, zi + dz3), ti + dt)
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xi+1 = xi +
dx1 + 2 · dx2 + 2 · dx3 + dx4

6

ẋi+1 = ẋi +
dvx1 + 2 · dvx2 + 2 · dvx3 + dvx4

6

yi+1 = yi +
dy1 + 2 · dy2 + 2 · dy3 + dy4

6

ẏi+1 = ẏi +
dvy1 + 2 · dvy2 + 2 · dvy3 + dvx4

6

zi+1 = zi +
dz1 + 2 · dz2 + 2 · dz3 + dz4

6

żi+1 = żi +
dvz1 + 2 · dvz2 + 2 · dvz3 + dvz4

6

2.0.3 Parallelization

Pursuing efficiency, it is necessary to parallelize the model to run it on multiple

computing cores at once. The use of the Fortran’s implementation of the message

passing interface Open MPI was employed to achieve this. The fastest execution of

the code is performed by writing as little information as possible. The model only

writes each particle’s current position, velocity, and time-stamp–each of which get

updated every time-step. Therefore, only three vectors that are the length of the

amount of particles per process are stored. At specified intervals, the number of

particles in each bin of the parallel and perpendicular velocity grid is determined,

and the command MPI_Reduce is used to combine the partial distributions onto

the root process. This total distribution function is then written to a text file. A

necessary future enhancement of the model is to instead write the distribution

function output in binary format as opposed to ASCII in order to decrease writing

time and output file size (the current output files can reach over seven GB for a

run of about 2,000,000 particles traced for 25 min). The ERAU Physical Sciences

Department’s multiple core system Levity was utilized in this study; the depart-

ment’s new cluster will be operational and used by the particle tracer in the near

future.

Certain assumptions about the particles’ electromagnetic environment restrict
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the justification of the model and its results. These assumptions are outlined in the

sections to follow.

2.1 Dipole Earth Magnetic Field

The Monte Carlo simulations produced by this model had to be carried out using

a simple, mathematical dipole Earth magnetic field. Interpolations that are nec-

essary to perform a simulation using, for instance, a BATSRUS model’s magnetic

field output file via NASA: CCMC’s Kameleon interface are too time consuming

with the computing power available (Kameleon will be discussed further in the fol-

lowing section, but it should be mentioned here that the tool has been optimized

by CCMC for efficient interpolation performance). Moreover, it is not necessary to

use a realistic, quantitative magnetic field model since only a qualitative display

of the model’s capabilities are sought for the results of this study. The dipolar field

is not completely physical, but is sufficient at least for the altitudes of the heating

region of interest [Zeng et al., 2006]. This field is one which would naturally oc-

cur in the absence of the currents brought upon by the magnetosphere’s interaction

with the interplanetary magnetic field; it is the magnetic field of the solitary Earth–

a field engrained within the planet largely due to the electromagnetic physics of

core motion and crustal formation.

For a dipole Earth magnetic field, we can express the Cartesian components as

Bx =
3Mxz

r5

By =
3Myz

r5

Bz =
M(3z2 − r2)

r5 (2.2)

[Kivelson and Russel, 1995]

M represents the Earth’s magnetic dipole moment. Its value was taken to be

7.94× 1015 [T·m3] [Kivelson and Russel, 1995]. Note that longitude is irrelevant in
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this symmetric magnetic field.

2.1.1 Field Line Display

For purposes of scale and presentation, a display of the dipole field lines was cre-

ated simply by plotting the transformation equations that transform from Carte-

sian to spherical coordinates, multiplied by sine-squared of θ (the angle from the

positive z axis), and multiplied by a magnitude constant. The specified magnitude

constant indicates the distance away from the center of the Earth that a particu-

lar dipole field line corresponds to. The mathematical simplicity of this geomet-

rical representation of magnetic dipole field lines is surprising, and an accurate

and easily manipulated visual model was thus developed. The plotting loop’s

step-size and range as well as the number of field lines and their spacing can be

changed with three corresponding variables. A three-dimensional visual display

of the dipole field model is represented in Figure 2.1.

2.1.2 Dipole Coordinate System

In order to apply the electric field in the parallel and perpendicular directions as

well as to analyze perpendicular and parallel velocity and energy components, it

is necessary to develop the dipole coordinate system unit vectors in Cartesian–that

is, the q̂, p̂, and φ̂ unit vectors which represent the field-aligned and two transverse

directions, respectively (see Figure 2.2).

The φ direction of the dipole coordinate system is the same unit vector as the

spherical coordinate system’s azimuthal unit vector. Expressed in Cartesian com-

ponents,

φ̂ = − sin(φ)x̂ + cos(φ)ŷ
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Figure 2.1: Display of the Earth and its dipole magnetic field lines. This figure
displays the visual model’s flexibility.

From geometry,

φ̂ =
−y√

x2 + y2
x̂ +

x√
x2 + y2

ŷ (2.3)

In the direction parallel to the magnetic field, since we already have the three

components of the magnetic field, we can divide the magnetic field vector by its
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Figure 2.2: Dipole coordinate system unit vectors

magnitude (B) to obtain the appropriate unit vector.

q̂ =
~B
B
=

Bx

B
x̂ +

By

B
ŷ +

Bz

B
ẑ (2.4)

The third direction, which is perpendicular to the previously stated directions,

is defined as:

p̂ = φ̂× q̂ =
1

B
√

x2 + y2
[xBz x̂ + yBzŷ− (yBy + xBx)ẑ] (2.5)
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2.2 CCMC: BATSRUS Magnetic Field

As it turns out, because the q̂ direction is derived from the applied magnetic field,

and since the p̂ unit vector is derived from q̂ and the geometrical φ̂, these unit

vectors are also valid for irregular dipole fields such as the Earth’s actual field–as

long as the field is azimuthally symmetric. In other words, because the φ̂ direc-

tion is always perpendicular to an azimuthally symmetric Earth magnetic field,

the dipole unit vectors described above are valid even for imperfect dipole mag-

netic fields with the assumption of a negligible azimuthal asymmetry. Therefore,

this assumption allows for the heating to be applied in the transverse directions

with the BATSRUS magnetic field using the same unit vector equations that are

described in Section 2.1.2.

To increase the model’s versatility, to prepare it for more quantitative studies,

and to add the functionality of mapping outflow trajectories to a realistic magne-

tosphere, the tracer was adapted so that it is able to immerse its particles within

any NASA: Community Coordinated Modeling Center (CCMC) modeled mag-

netic field that is compatible with Kameleon (CTIP, BATSRUS, OpenGGCM, MAS,

ENLIL, LFM). Kameleon is a body of interfacing software which converts magne-

tospheric and heliospheric model output into one common data format (.cdf files)

for researchers to more easily use. The tool allows convenient access to modeled

data, and it also calculates additional metadata during the format conversion pro-

cess. Included in the package are pre-made, generalized wrappers for researchers

to interface their Fortran or IDL models with Kameleon’s interpolator package,

which is written in C (the latest distribution which is not employed in this study

is written in C++). Although all wrappers are not included with the package,

the Kameleon tool is usable with any other C-compatible programming language

(such as Matlab, Python, Java, etc.). The availability of the pre-made wrappers was

a factor in the decision to translate the original Monte Carlo model from Matlab to

Fortran during the thesis endeavor (although the main motivation for this trans-

lation was the fast operating environment provided by Fortran). (Obtained from

http://ccmc.gsfc.nasa .gov/downloads/kameleon.php)
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The BATSRUS, or Block-Adaptive-Tree-Roe-Upwind-Scheme, Global Magne-

tosphere (GM) model is a NASA: CCMC model that was initially developed by

the Center for Space Environment Modeling (CSEM). The magnetospheric model’s

boundaries are at altitude ranges from 33 RE sunward to 250 RE tailward. Inputs

to the model include the solar wind plasma velocity components, density, temper-

ature, and magnetic field components; the magnetospheric boundary conditions

are obtained from CCMC’s Inner Heliosphere (IH) model in order to solve the

three-dimensional MHD equations for magnetospheric plasma parameters such

as number density, pressure, velocity, magnetic field, currents, and ionospheric pa-

rameters such as electric potential and Hall and Peterson conductances. The inner

boundary of the GM model uses CCMC’s Inner Magnetosphere (IM) and Iono-

spheric Electrodynamics (IE) models. The model uses varying grid space intervals

at different regions of the magnetosphere. The BATSRUS model is in the Geocen-

tric Solar Magnetic (GSM) coordinate system, which has its positive x-axis fixated

towards the sun, while the positive z-axis adheres to the direction of the north-

wardly extending magnetic dipole axis. (Obtained from http://ccmc.gsfc.nasa

.gov/models/modelinfo.php?model=BATS-R-US)

NASA: CCMC’s Java visualization program called Space Weather Explorer 2

(SWX2) works in conjunction with Kameleon’s .cdf files to display an interactive,

two-dimensional map of a specified time slice of a given model. The program is

still undergoing development, but nonetheless has the ability to create a descrip-

tive figure which can plot most model output quantities. Figure 2.3 uses SWX2 to

show the plasma velocity and the magnetic field for the BATSRUS output file used

in the results of Chapter 4 (Results: Mapping to the Magnetosphere). An obvious

density wave was released (this is viewable using NASA: CCMC’s tool, iSWA).

This adaptation of this thesis’s model, which uses the Kameleon interpolation

interface to map particles throughout a realistic BATSRUS magnetosphere, extracts

both the local magnetic field value and the local plasma motion from the NASA

model. In order to replicate the actual Lorentz force experienced by a particle

in this realistic BATSRUS environment, the motional plasma electric field which

results from the relative velocity difference of the motion of the particle and the
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Figure 2.3: SWX2 visualization of BATSRUS Global Magnetosphere plasma ve-
locity and magnetic field during the geomagnetic storm on April 5, 2010. The
streamlines represent the orientation of the Earth’s magnetic field, and the color
contours represent the x-component of velocity. Grey lines are open geomagnetic
field lines, red lines are closed, and yellow lines are the interplanetary magnetic
field. The configuration of the magnetic field and the plasma velocity suggests a
recent plasmoid ejection from the magnetotail. The KP index reached 5 during this
time, and the geomagnetic storm eventually reached a KP = 8.

(Obtained from http://ccmc.gsfc.nasa.gov/swx2)

motion of the background plasma is accounted for by adding the term ~Eplasma =

−~u × ~B. Here, ~u = ux x̂ + uyŷ + uzẑ denotes the Cartesian components of the

background plasma in GSM coordinates.

In this case, our basic equations of motion take the form:

ax =
e

mo
(Ex + vyBz − vzBy − uyBz + uzBy)−

GMEx

(x2 + y2 + z2)
3
2

ay =
e

mo
(Ey + vzBx − vxBz − uzBx + uxBz)−

GMEy

(x2 + y2 + z2)
3
2

az =
e

mo
(Ez + vxBy − vyBx − uxBy + uyBx)−

GMEz

(x2 + y2 + z2)
3
2

(2.6)
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Here, Bx, By, Bz, ux, uy, and uz, are the interpolated values extracted from the

BATSRUS .cdf file. It is relatively computationally costly to interpolate on the .cdf

output file at every time-step for these six values. At a twentieth of a gyro-period,

the time-step can be as small as 0.85 ms in the region of interest, and trajectory

tracing times are up to 25 min in this study.

2.3 Electric Field Environment

This section serves to explain how the transverse and parallel electric fields were

applied to the test particles. Note here that, in the main study, all electric fields

were turned off after 18 min of tracing.

2.3.1 Transverse Electric Wave Field

The physical region of interest is of auroral latitudes at altitudes containing ob-

served BBELF wave turbulence that is resonant with the gyro-motion of the O+

ion, which varies, but is often resonant in the approximate range of 1000 km to

15,000 km altitude. This wave-particle interaction phenomenon energizes the ions

at varying rates, because the energizing transverse electric field magnitude varies

with frequency, and the gyrofrequency varies with altitude. Particularly, the BBELF

field intensity is larger at larger frequencies, and the gyrofrequency increases with

altitude, and therefore the resonant BBELF field intensity is greater for ions at

greater altitudes. As suggested in Chapter 1, many studies have presented ob-

servations suggesting that most O+ transverse heating events observed below

4000 km in this auroral region are associated with simultaneous enhancements of

BBELF turbulence [Norqvist et al., 1998, Lund et al., 2000]. The oscillating electric

field waves are assumed to have associated magnetic fields which may be consid-

ered negligible in comparison to the Earth’s magnetic field [Chang et al., 1986]. In

addition, it is not possible to properly account for the associated magnetic field

without knowledge of the BBELF wave mode and phase velocity [Hultqvist et al.,

1999]. Since we make the assumption that only the portion of the electric field
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wave which is resonant with the particle affects the particle’s motion [Chang et al.,

1986], a simple LHCP transverse electric field wave that oscillates at the ion’s gy-

rofrequency was constructed in order to induce the ion heating and energization

effects. Thus, into the equations of motion is added a time-dependent transverse

electric field with φ̂ and p̂ components:

~E⊥ = −Eφ sin(Ωct + ε)φ̂ + Ep cos(Ωct + ε) p̂ (2.7)

Ωc signifies the familiar cyclotron frequency given by eB
mo

rad s−1, and t is the

time of tracing in seconds. The phase of the electric field wave, ε, is the source

of stochastic heating; it is a random value in the range from ±π. This stochastic

nature of the electric field wave phase value relative to the phase of the ion motion

is referred to as incoherency (the other stochastic aspect of the simulation is the

randomized initial velocity and position, to be explained more fully in Chapter 3;

stochastic collisions are optionally turned on at lower altitudes, but their effects

have not yet been accurately accounted for). Eφ and Ep signify the transversely

oriented components of the simulated BBELF wave. The Cartesian unit vectors in

the direction of these transverse electric field components will be developed in the

following section.

The range of the randomized wave phase ε varied over the course of the study.

This is because, during the developmental stage of the study, the expected quali-

tative results were seen to develop after a maximum of 10 minutes of tracing only

when partial or full coherency (ε = ±π/2 or 0, respectively). It should be stressed

that a much more in depth analysis of the BBELF autocorrelation time would be

necessary in order to determine the correct amount of coherency between the en-

ergizing wave phase and the ion cyclotron motion phase; the application over the

range of physical possibility was an ad hoc parameter that also served to assist

in the model development process. For the fully incoherent case, the transverse

energy peaks within the first few seconds of energization, but is quickly damp-

ened, and the magnitude of energization takes at least 15 minutes to reach the
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same magnitude as the partially or fully coherent simulation with elsewise equiv-

alent parameters (but it does eventually produce a similar magnitude of energiza-

tion). The transverse energy of the partially coherent or fully coherent case initially

peaks, but there is not a large subsequent damping of energy. Therefore coherency

allows for the procurement of qualitatively correct distribution functions using

short model runtimes.

Although coherency of energization–that is, the energizing wave’s range of ran-

domized phase ε is not equal to ±π–may not be a realistic process, some degree

of incoherency is to expected. How much incoherency to be expected is unclear,

though, so this study simply explores the response of distribution functions for a

wide range of cases (coherent, partially coherent, and incoherent). Each particle

experiences a different, randomized value of ε at each time-step.

To obtain these transverse electric field components of Equation 2.7 in Carte-

sian coordinates, we multiply the dipole components by their unit vectors φ̂ and p̂

expressed in Cartesian (given by Equations 2.3 and 2.5). Equation 2.7 therefore

becomes

~E⊥ =
−Eφ sin(Ωct + ε)√

x2 + y2
(−yx̂ + xŷ) +

Ep cos(Ωct + ε)

B
√

x2 + y2
[xBz x̂ + yBzŷ− (yBy + xBx)ẑ]

Or, alternatively, the Cartesian components of the transverse electric field wave

for insertion into the equations of motion take the form:

Ex = Eφ sin(Ωct + ε)
y√

x2 + y2
+ Ep cos(Ωct + ε)

xBz

B
√

x2 + y2

Ey = −Eφ sin(Ωct + ε)
x√

x2 + y2
+ Ep cos(Ωct + ε)

yBz

B
√

x2 + y2

Ez = −Ep cos(Ωct + ε)
yBy + xBx

B
√

x2 + y2
(2.8)

This method of energization is a novel approach in that it computes the effects

of the wave-particle interaction directly from the fundamental equations of mo-

tion. Instead of incorporating a heating rate term, which reproduces an observed
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consequence of the wave-particle interaction process, the exact resonance process

that produces the energization is reproduced. The usual approach in, for instance,

guiding center tracing models, is to apply this energization rate which has been

observed and determined to be correlated to the transverse energization process.

The final section of this chapter will demonstrate the details of this comparison of

energization methods.

The magnitude of the transverse BBELF electric field turbulence in the polar

cap boundary and cusp region is known to change with frequency according to a

power law spectrum [Kintner, 1976, Gurnett et al., 1984]. A widely utilized empir-

ical relationship for the BBELF electric wave field spectral density is given by

|~E⊥(ω)|2 = E2
0

(ω0

ω

)α
. (2.9)

[Crew et al., 1990, Retterer et al., 1994, Brown et al., 1995, Wu et al., 1999, 2002,

Zeng et al., 2006]

Here, |~E⊥(ω)|2 has units of V2 m−2 Hz−1 and is the power spectral density of

the transverse BBELF wave field at frequency ω in Hz. E2
0 is the reference value

for the wave spectral density at a reference frequency ω0. The reference values

that are assumed to be correct for a typical BBELF wave field in this study are the

values used by Zeng et al. [2006]: E2
0 = 0.3× 10−6 V2 m−2 Hz−1 at ω0 = 6.5 Hz.

This frequency value is the O+ gyrofrequency at 1 RE in the model used by Zeng

et al. [2006]. The gyrofrequency at 1 RE in the simple dipole model of this study

is 7.2 Hz, which suggests that the magnetic field value at 1 RE is 111.0% of Zeng’s

magnetic field, providing an explanation (or a contributor) for the less energetic

outflows that are produced by the model of this study when using this spectral

density reference value. As a consequence, the spectral density reference value

was used as a changing parameter in this study in order to produce appreciably

energized, qualitative distribution functions (as will be seen in Chapter 5). Most

of the model runs therefore used spectral density reference values that are two
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to three magnitudes larger than Zeng et al.’s value. Some spectral densities from

other studies are listed in Table 2.1. The parameter α is the power law index and

is taken to be 1.7, which is the value used by Zeng et al. [2006], Crew et al. [1990],

and Wu et al. [1999, 2002]. The power law index α can be a variable parameter for

investigation in a future application of this model.

Table 2.1: Power Spectral Density Reference Values

Study E2
0 [V2 m−2 Hz−1] ω0 [Hz] Altitude

Zeng et al. ’06 3× 10−7 6.5 1 RE
Bouhram et al. ’02 1.7× 10−7 25 2000 km
Wu et al. ’99, ’00 10−8 6.5 1 RE
Brown et al. ’95 10−8 6.5 1 RE
Crew et al. ’90 1.2× 10−6 5.6 1.2 RE

Chang et al. ’86 2.2× 10−8 45 1 RE

A simplification made in the model is the extraction of the electric field inten-

sity magnitude, E⊥, from this power spectral density power law relationship of

Equation 2.9. This same simplification is commonly made, for example, in par-

ticle tracing methods which use a heating rate that is derived from the electric

wave field spectral density at the gyrofrequency Chang et al. [1986], Chang [1991],

Retterer et al. [1994], Zeng et al. [2006]. To use an electric field magnitude which

changes with frequency according to the above spectral density power law rela-

tionship, it was necessary to impose the assumption that BBELF waves above and

below the O+ gyrofrequency cause insignificant effects upon the wave-particle in-

teraction process in comparison to the waves which are oscillating exactly at the

resonant gyrofrequency. Accordingly, when integrating the power law spectrum

over all frequencies in order to remove its frequency dependence, the Dirac delta

function was employed to extract the electric field intensity at only the local O+

gyrofrequency. The use of the delta function for the extraction of the intensity at

only the resonant frequency is also justified in Chang [1991] and Retterer et al.

[1994]. For example, in Retterer et al. [1994], the group also uses the delta function
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to remove the energizing effects of any electric field waves which have a transverse

phase speed that is not equal to the ion speed (waves with frequencies other than

the gyrofrequency), which is an equivalent procedure as employed in this study.

The method employed is outlined in the following description.

To remove the frequency dependence from the electric field spectral density

and obtain the spectrum’s total electric field intensity, one integrates the spectral

density over the spectrum’s range of frequencies. To obtain the intensity at the

only the gyrofrequency, the following useful property of the Dirac delta function

was used.

∫ ∞

−∞
f (τ)δ(τ − χ)dτ = f (χ)

Here, τ and χ are analagous to ω and Ωc, respectively. Applied to the power law

spectrum, the above property produces

|~E⊥(Ωc)|2 =
∫ ∞

0
|~E⊥(ω)|2δ(ω−Ωc)dω =

∫ ∞

0
E2

0

(ω0

ω

)α
δ(ω−Ωc)dω = E2

0

(
2πω0

Ωc

)α

Note again here that Ωc is in rad s−1.

Therefore, our assumption that only the resonant portion of the transverse

BBELF spectrum is significant for the energization process produces the follow-

ing relationship for the electric field intensity (V m−1) experienced by the ion.

E⊥ ≈ E0

(
2πω0

Ωc

)α/2

(2.10)

Note here that another, different justification of this estimated removal of frequency

dependence is provided in the 1986 paper by Chang et al., where they use the esti-

mation that the change in frequency during one time-step multiplied by the time-

step is approximately equal to one. This approximation is made to remove fre-

quency dependence during the derivation of the guiding center approximation’s

heating rate due to transverse energization.
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However, in reality the spectral density is not only a function of frequency–it is

also a function of the wave vector. Therefore this extracted electric field intensity

produces a transverse energization rate which does not hold at high velocities, and

thus the high-energy tail of the ion conic is not accurately represented [Retterer

et al., 1994]. This is true for this model’s method of tracing the exact equations

of motion as well as in the case of the guiding center approximation, because the

guiding center method also uses this approximation.

It follows from the magnitude of the perpendicular LHCP electric field vector

that is listed in Equation 2.7,

|~E⊥| =
√

E2
φ sin2(Ωct + ε) + E2

p cos2(Ωct + ε)

Due to the imposed circular polarization condition, the transverse electric field is

distributed evenly in both the φ̂ and p̂ directions; then, the sine and cosine portions

of the magnitude are removed due to the Pythagorean trigonometric identity, and

we have:

Eφ = Ep = E0

(
2πω0

Ωc

)α/2

(2.11)

Because observations such as those of Cluster have suggested that the BBELF

waves which produce the transverse energization undergo a saturation at wave-

lengths larger than a few tens of km, a finite radius transverse heating criterion is

introduced [Bouhram et al., 2004]. The transverse energization in the model of this

study therefore gets turned off if the ion’s Larmor radius exceeds 10 km. The envi-

ronmental parameters of the current study–even with the transverse energization–

would lead one to believe that a Larmor radius of this size is prohibited; however,

the maximum Larmor radius in model’s current environment can reach well over

10 km throughout the heating process. This happens when the energization rate

is gradual enough to keep ions in the heating region for a long residence time, yet

large enough to add energy with an incoherent wave field. This situation where
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the energizing field magnitude is optimally sized concerning the balance of resi-

dence time and energization rate seems to be the situation which causes the most

total energization. This creates the condition that too strong of a perpendicular

field will actually have the net effect of making the outflows less energetic. More

investigations into the quantitative details of this effect can be investigated with

the model in the future.

Another rough method of calculating the electric field intensity as it changes

with frequency and altitude was formulated during this thesis endeavor via the

realization from observations that the logarithm of the frequency and the loga-

rithm of the power spectral density of the BBELF energizing wave field are lin-

early related [Gurnett et al., 1984, Chang et al., 1986, Bouhram et al., 2002] (this is

because of the power law the spectral density follows). An adjustable estimate of

the BBELF wave field intensity’s trend with frequency was produced by analyzing

and reproducing the general linear trend. Therefore, the electric field intensity’s

variations with altitude and gyrofrequency could be constructed from fitting a line

to observed spectral density and by using a similar assumption as was made above

which allowed us to remove frequency dependence and extract the function value

at the gyrofrequency by integrating the spectral density multiplied by with the

Dirac delta function. This formulated BBELF electric field function is similar to

the electric field intensity (Equation 2.11) which was extracted from the spectral

density power law spectrum of Equation 2.9, in that that this function also has

specifiable reference values and a power law. Surprisingly, the electric field in-

tensity experienced by a transversely heated ion using the following relationship

exhibits a similar trend of magnitude change as does the electric field from the

commonly used power law spectrum above.

E⊥ = 10b0/2
(

Ωc

2π

)m0/2

(2.12)

Here, b0 and m0 signify respectively the intercept and the slope values for the

line equation from a plot which relates a BBELF wave field’s logarithm of the
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electric field power spectral density verses the logarithm of the wave frequency.

Some reference values of m0 and b0 which were obtained from Bouhram et al.

[2002]’s depiction of a BBELF field enhancement associated with a heating event

are m0 = −1.640 and b0 = −4.506. Equation 2.12 provides a convenient way to

the extract an estimate of electric field magnitude at the gyrofrequency from an ob-

served power spectral density spectrum which follows a power law in frequency.

2.3.2 Field-Aligned Potential Drops

The inclusion of a parallel, field-aligned electric potential (the electric field compo-

nent Eqq̂) would be physically justifiable only if the ions of the simulation could

be treated self-consistently [Bouhram et al., 2003]. This feature of self-consistency

was not imposed in the current model of this study, but plans have been initial-

ized to implement it in the future. The effects of typically modeled parallel electric

fields were included only to demonstrate the model’s potential to produce qual-

itative velocity distribution functions which take into account multiple modes of

acceleration.

Two instances of parallel potential drops are explored briefly (they were exam-

ined both separately and combined, but only examples of their separate effects are

documented here). As was discussed in Singh and Chan [1993], one kind of paral-

lel electric field is a field-aligned potential pulse that occurs either in the parallel or

antiparallel direction. These pulses result from the transversely heated flux tube’s

development of upper and lower shocks. The pulses are simulated in this study

with impulses of 10 mV m−1 for 10 ms at a time (by example of Singh and Chan

[1993]). This roughly corresponds to a potential drop of 0.1 V (depending upon

the magnitude of parallel velocity). The pulses are applied during the initial peak

in transverse energy (this peak is a signature of this transverse energization pro-

cess). Other pulse magnitudes were briefly studied, but these simulations are not

presented in this work.

A more commonly modeled parallel electric field takes the form of a gradual,
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downward parallel potential drop. These potentials have been observed in the tur-

bulent cusp/cleft, PCB and auroral regions of variable magnitude. In this study,

it was estimated that the typical ion experiences a peak energy of ∼20 eV in the

transverse direction (which gets converted to upward parallel energy), and there-

fore a potential of 20 V was applied to the O+ ions via a 0.0067 mV m−1 that was

applied in the positive q̂ direction (downward) from 3000 to 6000 km altitude. The

idea was to apply a voltage drop which caused a similar downward energization

as that of the transverse energization so as to produce counterstreaming distribu-

tion functions. This field-aligned potential drop simulation can be viewed in Fig-

ures 5.9 and 5.10. Note here that the estimate of 20 eV for the typical transverse

energy peak was slightly too low compared with most of the study’s simulations

(it should have been around three times this size in order to match the average

particle’s transverse energy peak).

The x, y, and z components of the parallel electric field are simply expressed by

substituting the Cartesian components of the q̂ vector:

~Eq = Eqq̂ =
Eq

B
(Bx x̂ + Byŷ + Bzẑ) (2.13)

2.4 Final Equations of Motion and a Comparison to

Guiding Center Equations of Motion

2.4.1 Final Equations of Motion

For substitution into our general equations of motion, the Cartesian components

of the transverse, field-aligned, and motional plasma electric fields are:

Ex = Eφ sin(Ωct + ε)
y√

x2 + y2
+ Ep cos(Ωct + ε)

xBz

B
√

x2 + y2
+

EqBx

B
− uyBz + uzBy

Ey = −Eφ sin(Ωct + ε)
x√

x2 + y2
+ Ep cos(Ωct + ε)

yBz

B
√

x2 + y2
− uzBx + uxBz

Ez = −Ep cos(Ωct + ε)
yBy + xBx

B
√

x2 + y2
− uxBy + uyBz (2.14)
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Substituting these electric field components into Equations 2.1, we have:

ax =
e

mo
[Eφ sin(Ωct + ε)

y√
x2 + y2

+ Ep cos(Ωct + ε)
xBz

B
√

x2 + y2
+

EqBx

B
+ vyBz

− vzBy − uyBz + uzBy]−
GMEx

(x2 + y2 + z2)
3
2

ay =
e

mo
[−Eφ sin(Ωct + ε)

x√
x2 + y2

+ Ep cos(Ωct + ε)
yBz

B
√

x2 + y2
+

EqBy

B
+ vzBx − vxBz

− uzBx + uxBz]−
GMEy

(x2 + y2 + z2)
3
2

az =
e

mo
[−Ep cos(Ωct + ε)

yBy + xBx

B
√

x2 + y2
+

EqBz

B
+ vxBy − vyBx − uxBy + uyBz]−

GMEz

(x2 + y2 + z2)
3
2

(2.15)

where the magnetic field components Bx, By, Bz and total magnitude B are obtained

either from the dipole field (Equations 2.2) or from interpolations upon the BAT-

SRUS magnetosphere output. In the dipole model, ux = uy = uz = 0. The trans-

verse electric field magnitudes Eφ and Ep vary according to the power law given in

Equation 2.11. Equations 2.15 are the final equations of motion used in this study.

2.4.2 Comparison to the Guiding Center Approximation

For comparative purposes, the equations of motion for the guiding center particle

trace method were sought. It was found that, in order to achieve with the guiding

center approximation the same accurate three-dimensional, transversely heated

particle trace that is described in the outline of this chapter, some extensively so-

phisticated equations of motion must be invoked, and these require many more

magnetic field interpolations per time-step. Although the equations of motion for

the guiding center were derived, the method was not applied in this study. They

are not discussed here; however, a typical guiding center trace approximation used

to simulate this transverse heating process in one-dimension is presented below.

A future goal is to compare and to balance the accuracy and the efficiency of the

two methods of three-dimensional tracing.
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The guiding center approximation for charged particle motion traces a so-called

mean-particle which is located at the center point of the gyro-motion as it moves

throughout the background magnetic field. The method is convenient for model-

ing this transverse acceleration process because its coordinate system is set in the

geomagnetic field’s parallel q̂ direction (as well as the perpendicular φ̂ and p̂ direc-

tions for three-dimensional tracing equations described previously). This is useful

because ion outflows are in general frozen to the magnetic field lines, allowing

for a one-dimensional approximation in the field-aligned direction to suffice when

analyzing the outflows.

The classic guiding center approximation traditionally uses the field-aligned

acceleration equation in conjunction with the transverse drift velocity terms in or-

der to describe adiabatic motion. This traditional method extracts and retains only

first order terms from the exact equations of motion, although higher degrees of

approximation are possible [Northrop, 1961, 1963, 1966]. The approximation also

only applies for particle immersed in electromagnetic fields which vary slowly in

space and time.

Since type-II outflows are non-adiabatic, a certain adaptation to the classic guid-

ing center equations of motion needs to be made in order to properly incorporate

the effects of the transverse energization. This following relation is an example

typical of the application of the guiding center approximation to the transverse

heating process, and it is the particular equation of motion from Bouhram et al.

[2003].

miv̇‖ = qiE‖ −mig(s)−W⊥

[
dln(B)

ds

]
(2.16)

Here, s is the distance along the magnetic field line, g(s) is the field-aligned com-

ponent of gravity, and W⊥ is the transverse energy. As was derived by Chang and

Coppi [1981], the transverse heating rate translates to parallel motion via the last

term of the equation. The term is the effective field-aligned mirror force which

results from an increase in perpendicular velocity.
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The perpendicular energy, W⊥, from Equation 2.16 above is found by integrat-

ing the relationship below:

Ẇ⊥ = W⊥v‖

[
dln(B)

ds

]
+ Ẇ⊥,res (2.17)

[Chang et al., 1986]

The main point of this comparison is to demonstrate some relative disadvan-

tages of the guiding center approximation in relation to solving the exact equations

of motion of Equations 2.15. The obvious advantage of the guiding center approx-

imation is its relative efficiency as compared to integrating the exact equations of

motion. The most obvious disadvantage of the guiding center approximation oc-

curs when the Larmor radius is large enough to have a significant difference of

magnetic field values one Larmor radius apart in the transverse direction. At 10

RE altitude, the oxygen ion’s Larmor radius can be distances of 20 km. A quantita-

tive investigation into the error resulting from this incorrect magnetic field value

which occurs when the gyro-motion is not resolved should be performed in the

future. Also, the outflows have significant field-aligned components of velocity,

and upon consideration that the oxygen ion’s gyro-period can be as much as 25 s

at 10 RE altitude, hundreds of kilometers in the parallel direction can be traversed

over one gyro-period, conceivably resulting in appreciable compounding of er-

ror if the magnetic environment is dynamic. The guiding center approximation is

therefore much less accurate compared to resolving gyro-motion (Equations 2.15)

when mapping trajectories to significant altitudes in the magnetosphere.

Efficiency is the motivation behind the formulation of the guiding center ap-

proximation. It is the method’s goal to trace particles with as little computation as

possible, i.e., with as large of time-step as possible which maintains accuracy. The

advantage of guiding center tracing from a statistical standpoint is illustrated by,

for example, Wu et al. [1999]’s smallest time-step used in their simulation of 0.5 s.

This is over 500 times larger than the size of the smallest time-step of this study

(≈ 0.85 ms). A rough estimate, then, suggests that Wu et al. [1999] could trace over

500 times more particles in the same amount of runtime. However, although the
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larger time-step has the potential to cause a statistical advantage if runtimes are

equal, this large of a time-step means that the outflowing ions can travel on the

order of a few kilometers in the upwardly parallel direction between time-steps.

This large altitudinal change between time-steps is a source of the guiding cen-

ter approximation’s relative disadvantage in accuracy as compared to the method

employed in this study, and it is described immediately below.

The simplification made in Section 2.3.1 in Equation 2.10 where the spectral

density is evaluated at a singular frequency is the manifestation of the aforemen-

tioned source of inaccuracy caused by the large time-step. The guiding center

method also uses the idea that the spectral density can be evaluated at the gyrofre-

quency in this way. Their large changes of altitude between large time-steps will

cause appreciable changes in gyrofrequency, and therefore the change in electric

field intensity is not accounted for throughout the kilometer(s) traversed during

a single time-step. Although this subtle source of inaccuracy may be insignificant

and still allows for the calculation of at least semi-quantitative results using the

guiding center trace, trajectories of the method have at least a finite relative sur-

plus of error in comparison to Equations 2.15. If a quantitative result which takes

into account large changes in BBELF intensity on altitude scales less than a few

kilometers is sought, Equations 2.15 are more advantageous in this sense. An er-

ror analysis for this situation should be performed in the future. Note here that

Equations 2.15 also have the potential to create a relatively more closely quanti-

tative result than the guiding center trace because the trajectories are traced in all

three dimensions, whereas it becomes relatively involved to accurately account for

all three dimensions using the guiding center method.

Also, because the guiding center approximation uses the same assumption that

the spectral density can be evaluated at a single gyrofrequency, both methods are

subject to the limitations of the assumption. As mentioned in Section 2.3.1, the

spectral density is a function of both the frequency and the wave vector. This

leads to a break down of the aforementioned assumption at high velocities, and

the use of an incorrect spectral density to calculate the energization rate. Thus the

high-energy tail of the ion conic is not accurately represented [Retterer et al., 1994].
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There have been studies such as Crew and Chang [1985], Retterer et al. [1994],

and Barghouthi et al. [1998] which have developed a complicated method of cal-

culating a velocity-dependent energization rate, but these methods depend on the

measurement of the perpendicular wavelength of BBELF fields, which is a diffi-

cult attainment [Zeng et al., 2006]. Therefore, studies such as Bouhram et al. [2003]

and Zeng et al. [2006] have resorted to the simpler relationship for the energization

rate that is based upon the spectral density which is solely frequency dependent,

described previously (Equation 2.9).

Lastly, it will be shown that the exact equations of motion used in this study

have another advantage (or an additional versatility) as compared to the guiding

center approximation via a brief summary of the derivation of the heating rate

caused by the resonant wave-particle interaction process.

Identical to the transverse heating mechanism employed in this study is the ve-

locity impulse which begins the derivation of the guiding center transverse heating

rate:

∆~v⊥ =

(
qi~E⊥
mi

)
∆t (2.18)

It follows that the increase in transverse energy experienced by the particle from

the impulse in transverse velocity is equal to

∆W⊥,res =
1
2

mi(~v⊥ + ∆~v⊥)2 − 1
2

miv2
⊥ = mi~v⊥ · ∆~v⊥ +

1
2

mi∆v2
⊥

[Chang et al., 1986, Bouhram et al., 2003]

Then, in pursuit of the heating rate Ẇres for use in the Equation 2.17, the guid-

ing center approximation makes use of a necessary initial condition in which the

ions are distributed gyrotropically. In this case, the ions are distributed uniformly

about a symmetric magnetic field so that, on average, there is always an ion-ion

pair having equal but opposite magnitudes of perpendicular velocity which cancel

out. The first term on the right-hand side of the previous relationship disappears in

a gyrotropic environment, and the energy rate becomes the following expression,
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where |∆~v| from Equation 2.18 has been substituted.

∆W⊥,res =
1
2

q2E2
⊥

m
∆t2

[Chang et al., 1986]

Before going on for completeness to find the resonant heating rate necessary for

the guiding center motion, it should be stated that the previous gyrotropic require-

ment is not necessary in the model of this study which solves the exact equations

of motion in a three-dimensional Cartesian environment without using this ener-

gization rate simplification. This allows for any initial, realistic distribution to be

traced accurately, even if the distribution is not gyrotropic. This adds versatility

and removes any inaccuracies which may come from an initial distribution that is

not exactly gyrotropic in the guiding center approximation. This versatility could

be useful in regions with non-gyrotropic distributions, such as the low E-region of

the ionosphere St-Maurice and Schunk [1979]

Chang et al. [1986] goes on to substitute the spectral density at the gyrofre-

quency, make use of the relationship ∆ f ∆t ≈ 1, and cite Schulz and Lanzerotti

[1981] in order to derive the commonly used resonant, transverse heating rate for

the guiding center particle:

Ẇ⊥,res ≈
q2

i |E(Ωc)|
2mi

(2.19)



Chapter 3

Model Validation and Configuration

3.1 Model Validation

As an initial verification of the particle tracer’s abilities, the following figure (Fig-

ure 3.1) displays three characteristic motions expected of magnetospheric ions:

gyro, mirror, and drift motion (of a proton). Interestingly, since the initial condi-

tions of this demonstration give the proton a surplus of transverse energy, each

reflection point as the particle moves westward is farther along the field line as the

particle’s transverse energy decreases and gets converted to field-aligned energy.

The mirror force takes longer and longer to reflect the particle which has less and

less transverse energy.

Following, the tracer’s numerical integrator and heating mechanism will be

validated by the comparison to the analytical solutions of three different situa-

tions. The intermediate steps leading to the analytical solution of the second or-

der ordinary differential equations are not included here, for brevity. Both situ-

ations include a uniform in space, constant in time magnetic field of magnitude

|~B|=|Bzẑ|=60,000 nT in a Cartesian environment. The first case includes a constant,

perpendicular electric field, the second case includes a resonant, LHCP electric

field wave in the transverse directions, and the third case includes the LHCP wave

and a constant, parallel potential drop.

The first case involves a second order ordinary differential equation initial value
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Figure 3.1: This is a demonstration of the expected gyro, bouncing, and drift mo-
tion that would occur for a non-heated proton in a simple dipole geomagnetic
field after 1 hr 7 min with the initial conditions x0=-2.3 RE, y0=-3.3 RE, z0=0.55 RE,
vx0=vy0=250 km s−1, and vz0=17.8 km s−1. The trajectory drifts from east to west,
as expected with the proton. The gyro-motion is counter-clockwise if viewed from
below, as expected. A few of the trajectories seen here can actually be seen spiral-
ing about a magnetic field line.

problem. With a constant electric field |~E| = |Ex x̂|=1.5 mV m−1, the initial condi-

tions for the test O+ ion are:

~r = x0x̂ + y0ŷ + z0ẑ

~v = v⊥ŷ

Note here that all three cases presented below use a value of v⊥ = -300 m s−1 and

begin at the origin.
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The Lorentz force equations of motion for this first case are (note that Ωc =
eBz
mo

):

dvx

dt
= Ωc

(
Ex

Bz
+ vy

)
dvy

dt
= −Ωcvx

dvz

dt
= 0

Solving, it can be shown that the position equations take form:

x(t) =
v⊥ + Ex

Bz

Ωc
[1− cos(Ωct)] + x0

y(t) =
−Ex

Bz
t +

v⊥ + Ex
Bz

Ωc
sin(Ωct) + y0

z(t) = z0 (3.1)

Figure 3.2 (constant magnetic field, constant transverse electric field) shows

the expected ~E× ~B drift and the agreement between the analytical and numerical

solutions. Figure 3.3 shows the accumulated numerical error as compared to the

analytical solution of Equation 3.1 using time-steps which are different fractions

of a gyro-period.

The second and third cases involve a similar second order initial value problem.

The test O+ ion experiences the same magnetic field as the previous case. The

resonant LHCP electric field wave takes the form

~E⊥ = Ex cos(Ωct)x̂− Ey sin(Ωct)ŷ

Here, Ex = Ey = 1.5 mV m−1. In the third case, there is a constant, field-aligned

potential drop. Therefore the parallel electric field component Ez will be included

in the following analytical solution which applies to both the second and third

cases (with Ez set to zero in the second case). The total electric field, then, takes the
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Figure 3.2: The expected ~E× ~B drift for an O+ ion in a constant, uniform magnetic
field ~B=Bzẑ and a perpendicular, constant, uniform electric field |~E| = |Ex x̂|. This
is the case corresponding to Equation 3.1. The numerical solution uses time-steps
that are 1/200 of a gyro-period for these validation cases.

form:

~E = Ex cos(Ωct)x̂− Ey sin(Ωct)ŷ + Ezẑ,

with Ez=0 in the second case and Ez=0.1 mV m−1 in the third case.

With the same initial conditions of position and velocity as the first case (above),
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dt = 1/200 gyroperiod

dt = 1/100 gyroperiod

dt = 1/50 gyroperiod

dt = 1/20 gyroperiod

dt = 1/10 gyroperiod

dt = 1/5 gyroperiod

 

Figure 3.3: The numerical error after 10 min of tracing using different fractions of
the gyro-period for the first case described above and in Figure 3.2

the equations of motion take the form:

dvx

dt
= Ωc

[
Ex

Bz
cos(Ωct) + vy

]
dvy

dt
= −Ωc

[
Ey

Bz
sin(Ωct) + vx

]
dvz

dt
= Ωc

Ez

Bz

Solving, it can also be shown that the position equations for this situation take
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form:

x(t) =
Ex + Ey

2Bz
t sin(Ωct) +

(
Ey

BzΩc
− v⊥

Ωc

)
cos(Ωct) +

v⊥
Ωc
−

Ey

BzΩc
+ x0

y(t) =
Ex + Ey

2Bz
t cos(Ωct) +

(
v⊥
Ωc
−

Ex + Ey

2ΩcBz

)
sin(Ωct) + y0

z(t) =
ΩcEz

2Bz
t2 + z0 (3.2)

The second case (constant magnetic field, transverse electric wave field) which

is shown in Figure 3.4 displays the expected increase in Larmor radius due to the

transverse resonance heating by the LHCP electric field wave and the agreement

between the analytical and numerical solutions. Figure 3.5 shows the accumulated

numerical error as compared to the analytical solution of Equation 3.2 using time-

steps which are different fractions of a gyro-period.

The third case which is shown in Figure 3.6 (constant magnetic field, resonant

transverse electric field, field-aligned potential drop) displays the expected trajec-

tory and the agreement between the analytical and numerical solutions. Figure 3.7

shows the accumulated numerical error as compared to the analytical solution of

Equation 3.2 using time-steps which are different fractions of a gyro-period.

Next, a mirror point during incoherent energization in a simple dipole geomag-

netic field is shown in Figure 3.8. In order to more easily zoom in on a mirror point,

the transverse electric field reference value in this demonstration was increased to

|E0|=10−1V2m−2Hz−1, at least 5 magnitudes larger than a typically used reference

value (e.g. Zeng et al. [2006]).

Finally, the trajectory and properties of an O+ ion which gets heated and leaves

the heating region will be shown. A realistic reference value for the spectral density

of E2
0=10−7 V2 m−2 Hz−1 was used (the same as Zeng et al. [2006]). It has initial

conditions: altitude = 7500 km, geographic latitude = 74.9◦, longitude = 0◦, vx0 =

250 m s−1, vy0 = -300 m s−1, vz0 = 1.2 km s−1.
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Figure 3.4: The expected increase in Larmor radius for an O+ ion in a mag-
netic field of ~B=Bzẑ and a resonant, LHCP electric field of ~E = Ex cos(Ωct)x̂ −
Ey sin(Ωct)ŷ. This is the case corresponding to Equation 3.2 with Ez set to zero.
The numerical solution uses time-steps that are 1/200 of a gyro-period.

3.2 Configuration

Note first that, during the main study (Chapter 5), the flux tube that makes up

the simulation region extends from 800 km to 3-4 RE altitude and 0.001◦ in geo-

graphic latitude and longitude (geomagnetic latitude and magnetic local time are

impending future modifications). Within the flux tube, the initialization region ex-

tends either from 1000 km to 1750 km or from 1000 km to 8000 km altitude, and

the transverse heating region extends from 1000 km to 10,000 km altitude as well

as from 72◦ to 75◦ longitude [Bouhram et al., 2004]. The altitudinal extent of these
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dt = 1/200 gyroperiod

dt = 1/100 gyroperiod

dt = 1/50 gyroperiod

dt = 1/20 gyroperiod

dt = 1/10 gyroperiod

dt = 1/5 gyroperiod

 

Figure 3.5: The numerical error after 10 min of tracing using different fractions of
the gyro-period for the second case described above and in Figure 3.4.

regions are similar to those used by, for example, Wu et al. [2002] and Bouhram

et al. [2002].

In order to procure physically meaningful distribution functions with a single

particle model, a realistic initial distribution of ions needs to be constructed. To

this end, efforts were made to replicate a real plasma environment by imposing

a number density which decays exponentially with altitude upon the initial ion

distribution in the following way.
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Figure 3.6: The expected trajectory of an O+ ion in a magnetic field of ~B=Bzẑ, a
resonant, LHCP electric field of ~E = Ex cos(Ωct)x̂ − Ey sin(Ωct)ŷ, and constant
field-aligned potential Ezẑ. This is the case corresponding to Equation 3.2. The
numerical solution uses time-steps that are 1/200 of a gyro-period.

Firstly, the number density of O+ was assumed to change according to

n(r) = n0e
(r−r0)GMEmo

kBT0r2 .

(3.3)

[Kivelson and Russel, 1995]

Here, n0 and T0 are reference values of oxygen ion number density and temper-

ature at r0 = 1000 km + 1 RE geocentric distance. The currently used temperature
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dt = 1/200 gyroperiod

dt = 1/100 gyroperiod

dt = 1/50 gyroperiod

dt = 1/20 gyroperiod

dt = 1/10 gyroperiod

dt = 1/5 gyroperiod

 

Figure 3.7: The numerical error after 10 min of tracing using different fractions of
the gyro-period for the third case described above and in Figure 3.6. Interestingly,
this case that has the most terms in the analytical solution has the smallest error of
the three cases (although all cases have good error).

value is T0 = 4000 K at r0, while n0 is used as an adjustable parameter which speci-

fies the size of the simulation. G is the gravitational constant, and kB is Boltzmann’s

constant. Number density reference values used were typically in the range of 50

to 1200 macroparticles km−3 in order to keep simulation runtimes around 24 hours

for traces up to 25 minutes. The total number of macroparticles ranged from about

100,000 to 2,150,000, depending upon the particular simulation.

The initialization region, which is delimited by geocentric latitude and longi-

tude in the current model, was divided into either 20 cells for the region extending
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Figure 3.8: Mirror point of an incoherent transversely energized oxygen ion with
E2

0=10−1 V2 m−2 Hz−1 at an altitude of 1050 km, geographic latitude and longitude
74.9◦ and 0◦, and velocity components vx0=250 m s−1, vy0=-300 m s−1, and vz0=-1
km s−1.

from 1000 km to 1750 km or 100 cells for the initialization region between 1000 km

to 8000 km. The number of particles in each cell was found via the relationship

Ncell ≈ Vcell · n(rcell),

where rcell is the geocentric distance to the mid-altitude point of each cell. Each

cell is in the shape of a spherical element because it is created by a finite expanse of
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Figure 3.9: Properties of an incoherent transversely heated O+ ion which leaves
the realistic heating region after 13 min. A particle with the same initial conditions
reached a peak altitude of 31.4 RE after 2.3 days, and followed the field line back
to the southern latitude Earth ionosphere (-75.8◦) at 100 km altitude after 4.5 days.
Notice the magnetic moment is not constant until the ion leaves the non-adiabatic
heating region.

each spherical direction. Therefore, the volume of each element should be found

by the relationship

Vcell =
∫ rt

rb

∫ θ2

θ1

∫ φ2

φ1

r2 sin θdrdθdφ =
r3

t − r3
b

3
(cos θ1 − cos θ2)(φ2 − φ1)

π

180
.

Here, θ1 and θ2 are the lower and upper latitude boundaries. φ1 and φ2 are the

longitudinal boundaries (in degrees). The terms rb and rb are the radial distances

to the bottom and the top of the spherical element altitude cell. For the results of
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this study, the volume of a truncated pyramid was used as an estimate instead.

This estimation is fairly accurate, but it is not necessary to estimate the volume.

The change to the more accurate spherical element volume has been made in the

model for future simulations.

Each cell’s initial ion distribution was calculated with a uniform, random num-

ber generator over the range of geographic latitude, longitude, and altitude. Al-

though these ions are not initialized gyrotropically (uniform in the transverse di-

rections), the heating mechanism is still valid (as described in Section 2.4.2).

The initial conditions of velocity for all simulations of this study are chosen to

resemble that of a particular type-I, Joule-heated upflow, which would likely be

the source of the O+ to the transverse heating region. With a uniform, random

number generator, the initial vz = 1 km s−1 ± 0.1 km s−1, while vx = vy = ± 0.5 km

s−1 [Kosch et al., 2010]. This initial velocity corresponds to an initial total energy of

0.124 eV. These initial conditions are subject to two future modifications: initializ-

ing the velocities in field-aligned and transverse directions, and using a Gaussian

random number generator to produce the initial velocities.



Chapter 4

Results: Mapping to the

Magnetosphere

This short chapter serves to briefly demonstrate the preliminary results from the

adaptation of the model which uses CCMC: BATSRUS Global Magnetosphere model

output in order to show this model’s ability to trace transversely heated, outflow-

ing ions throughout a realistic magnetosphere. This particle tracer has an advan-

tage over the guiding center approximation for this aspect of the study which maps

ions far into the magnetosphere; the large Larmor radii at large altitudes cause er-

ror in the trajectory calculation for the guiding center particle iof there is a signifi-

cant difference in magnetic field value over the distance of one Larmor radius.

The BATSRUS model uses GSM coordinates, and therefore the positive x-axis

is oriented toward the sun, with the positive z-axis coincident with the northward

magnetic dipole axis of the Earth’s magnetosphere. The interpolation, as men-

tioned in Section 2.1, is relatively computationally costly as compared to the dipole

model (it can only trace around three orders of magnitude less particles than the

dipole model during an equivalent runtime). It was therefore not possible to run

simulations large enough to be classified as Monte Carlo simulations due to the

limited time to obtain results with the current amount of available computation

power. So, a multiple-trajectory, single particle trace of hundreds of particles were

performed to provide a qualitative demonstration of the model’s potential to map

51
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a large amount of particles throughout a realistic magnetosphere. Determining the

ionospheric outflow’s destination is a useful capability for topics of research such

as the effects of ionospheric O+ outflows upon ionosphere and magnetosphere

composition changes or upon the process of magnetic reconnection that occurs in

the magnetotail, as discussed in Chapter 1. The main result of this aspect of the

study, besides a qualitative demonstration of the model’s potential capabilities, is

an approximation of escape probability for topside ionospheric O+ions.

4.1 Presentation of Ionosphere-Magnetosphere Coupling

Trajectories

The BATSRUS .cdf output file chosen depicts the Earth’s magnetosphere during a

geomagnetic storm which occurred on April 5, 2010. The particular snapshot is at

09:15:00. At this time, a plasmoid has just been ejected (the file is displayed in Fig-

ure 2.3). The KP index reached 5 during this time, and a maximum of 8 during ge-

omagnetic storm. (Obtained from ftp://ftp.gfz-potsdam.de/ pub/home/obs/kp-

ap/wdc/)

In order to decide upon initial conditions for the main particle trace, the region

of the high latitude, topside ionosphere which is most apt to produce outflows

was sought. A simulation which traced about 10,000 incoherently transversely

energized O+ ions for five minutes was run with an initialization region which in-

cludes all longitudes and a geographic latitude range from 45◦ to 85◦. The latitude

and longitude position with the highest average final altitude after five minutes of

transverse heating was found to be from about 73.3◦ to 73.6◦ latitude and about

231◦ to 239◦ longitude (a snapshot of the three-dimensional visual model from a

simulation that was used to narrow down these boundaries is shown in Figure

4.1).

These boundaries agree with the expectation of the high energy outflows which

tend to occur in the high latitude, midnight polar cap boundary region (here, the

pre-dawn sector). These boundaries were therefore used as the latitudinal and
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Figure 4.1: Initial (blue) and final (red) ion positions are displayed here for a study
which was used to pinpoint the initialization region boundaries that are most con-
ducive to the production of high energy outflows for the main simulation. Longi-
tude boundaries of this preliminary trace are 192◦ to 268◦ (GSM), with geographic
latitude boundaries 63.5◦ to 81.5◦, and initial altitudes of 1000 km to 1200 km. The
location resulting in the highest final altitudes here were 73.3◦ to 73.6◦ latitude and
about 231◦ to 239◦ longitude.

longitudinal dimensions of this chapter’s main simulation’s initialization region.

The altitude range in this test simulation was from 1000 to 10,000 km, and it was

found that total altitude gain increased approximately linearly with initial altitude.

However, an altitude range of 1125 to 1135 km was used in the simulation. This

range was used for comparative purposes; many of the results of the Monte Carlo

simulations of Chapter 5 also used this altitude range.

With the above initial latitudinal, longitudinal, and altitudinal boundaries of

73.3◦ to 73.6◦, 231◦ to 239◦, and 1125 km to 1135 km, 2280 transversely heated

O+ ions were traced for 35 min throughout the BATSRUS magnetosphere during

geomagnetic storm described above. The initial x and y components of velocity

ranged randomly and uniformly from ±500 m s−1, and the z component of veloc-

ity ranged from 1000 ± 100 m s−1 (in attempt to roughly imitate the conditions

of an O+ supplying ionospheric upflow [Kosch et al., 2010]). The heating region

extended from 1000 to 15,000 km and from 71◦ to 74◦ geographic latitude (particles

decrease in geographic latitude as they increase in altitude due to the incongruency

between the geometrically determined latitude and the magnetically determined



CHAPTER 4. RESULTS: MAPPING TO THE MAGNETOSPHERE 54

geomagnetic latitude). The spectral density reference value used was 10−5 V2 m−2

Hz−1. The maximum Larmor radius was limited to 10 km due to the BBELF wave

finite radius effects mentioned in Chapter 2.

With this small, demonstrative study, the probability of ionospheric ion escape

resulting from incoherent transverse acceleration was found (see Figure 4.5). The

particles would either traverse to the edge to the BATSRUS .cdf file in the magne-

totail which is stretched to the northward BATSRUS boundary as shown in Figure

2.3 (over 175 RE), or they would become trapped along field lines in the high lati-

tude region below 1 RE altitude. For this reason, computational expense was saved

by stopping the tracing of particles which reach altitudes greater than 50 RE. After

the 35 min, 78.5% of the energized ions remained gravitationally bound below 1

RE altitude between geographic latitudes of 66◦ to 73◦ and GSM longitudes of 230◦

to 239◦, 3.25% of the ions were in transit to the 50 RE outflow termination altitude,

and the remaining 18.25% passed through the 50 RE between geographic latitudes

of 7.5◦ to 9◦ and GSM longitudes of 188◦ to 190.5◦ (see Figures 4.2, 4.3, and 4.4).

Notice that the energetic outflow trajectories remained closely together in their

transit to 50 RE. In reference to Figure 4.4, it can be observed that the magnetic

field lines spanning the approximate range of 65◦ to 73◦ geocentic latitude below

1.5 RE altitude must converge to the latitude range of about 8◦ to 8◦ at 50 RE alti-

tude. Future applications should quantitatively determine regional probabilities of

outflow destination in the magnetosphere (and should therefore use the full extent

of the BATSRUS .cdf file’s magnototail).

The simulation presented in this chapter is not really conducive to make many

valid or effective comparisons to other, similar particle traces of these transversely

heated O+ ions such as Huddleston et al. [2005] and Ebihara et al. [2006] simu-

lations. For example, Ebihara gives probabilistic destinations of outflowing ions

for the regions: atmosphere, ring current, magnetopause, and magnetotail. In this

study, probably due to the BATSRUS magnetosphere’s configuration and its recent

release of a plasmoid, the ions either stay below 1 RE or they escape to the distant

magnetotail that is northwardly elevated (in the positive z direction) due to the

simultaneously occurring severe magnetic reconnection and geomagnetic storm.
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Figure 4.2: (Main ion mapping simulation) Spatial visual display of transversely
heated outflow trajectories in a BATSRUS magnetosphere mapped throughout a
geomagnetic storm which occurred on April 5, 2010. The outflowing ions would
continue to the end of the BATSRUS magnetosphere through the north boundary
at an altitude near 175 RE if traced further, because of the unusual magnetospheric
configuration during this snapshot (see Figure 2.3).

These regional probabilities do not really align with Ebihara’s regional probabil-

ities due to the different magnetosphere situations. The most similar magneto-

spheric condition in Ebihara’s paper was at solar maximum and KP = 8. The des-

tination probabilities n this case were: Magnetopause 41%, Distant tail 8.6%, Ring

current 49%, and Atmosphere 0.8%.

Also, the scope of this aspect of the study did not analyze the energies of the

particles that were mapped to the magnetosphere (the current model only output

the particle position and time), so a comparison to Ebihara or Huddleston’s ener-

gies without doing some additional analysis and estimation upon the output files

is necessary. Further adapting the model to output ion velocity is the alternative

option.
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Figure 4.3: (Main ion mapping simulation) Final ion positions are plotted in this
visual display. The field lines shown are not representative of the BATSRUS mag-
netosphere, but rather serve to display the negative longitudinal curve the outflow
follows throughout the magnetosphere (the blue circles are marginally visible).
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Figure 4.4: (Main ion mapping simulation) Relationship of final geographic lati-
tude and GSM longitude with respect to altitude.
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Figure 4.5: (Main ion mapping simulation) Probability of altitude destination for
2280 outflowing O+ ions during the geomagnetic storm on April 5, 2010. Note
again that trajectories were stopped once an altitude of 50 RE was attained. This
figure reflects the simulation’s purpose to determine probability of ionospheric
oxygen ion escape to the magnetosphere due to transverse energization.



Chapter 5

Results: Monte Carlo Simulations

This chapter serves to demonstrates the capabilities of the tracer by first present-

ing a qualitative display of some highly detailed, non-Maxwellian velocity distri-

bution functions followed by the presentation of some more quantitative, realistic

results. The distribution functions display the number of particles in each veloc-

ity bin at each altitude and time-step. Each Monte Carlo simulation calculated the

trajectories of some total number of particles between about 100,000 and 2,150,000

macroparticles, depending upon the particular simulation (numbers of particles

outside of this range of numbers were used but are not documented in the figures

presented here). If a realistic ion density at 1000 km altitude is considered to be

about 100 cm−3, the macroparticles in the very best case represented at least 1011

particles. Although this macroparticle correlation may not seem likely to produce

high quality statistics, only the shape of the distribution function was sought in this

qualitative study, and the fact that many particles are in each altitude bin for the

output presented below suggests that the number of particles launched were suf-

ficient for the qualitative intentions of this study. In order to produce quantitative

results, the distribution functions must be normalized. This would entail dividing

the unnormalized distribution functions by the velocity and altitude bin sizes as

well as discarding particles which leave the simulation’s velocity and altitude bin

limits, and a more realistic number density would then be desirable.

59
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The first, more qualitative section of this chapter uses partially or fully coher-

ent energization wave fields, while the more quantitative result of the following

section uses a more realistic, fully-incoherent energizing wave field. Some addi-

tional results show some possible effects of a parallel potential drop or pulse. The

perpendicular velocity component in the simulations of this chapter is the vp com-

ponent.

The appropriate model parameters to obtain results that most closely resem-

bled the expected results were not found until the end of the effort. That is, the

altitudinal extent of the particle initialization region was increased from the range

of 1000 to 1750 km to a range of 1000 to 8000 km toward the end of the study. This

change created much more energetic outflows because of the weaker gravitational

and transversely energizing electric fields which the ions experience at higher alti-

tudes.

The heating region extends from 1000 km to 10,000 km. Its geographic latitudi-

nal limits are 72◦ and 75◦. The particles, if sufficiently energized, usually exit the

heating region (but not the simulation region) through the lower latitude boundary

before they reach the top of the region at 10,000 km. If not sufficiently energized,

the particles will either remain in the heating region for the entire duration of the

simulation or exit the heating region at the lower altitude boundary. Particles that

were accelerated outside of the altitudinal or velocity components’ bin boundaries

were discarded, because these are the three parameters being examined. As men-

tioned in previous chapters, the initial conditions of velocity are chosen to resemble

that of a particular type-I, Joule-heated upflow, which would likely be the source

of the O+ to the transverse heating region. With a uniform, random number gen-

erator, the initial vz = 1 km s−1 ± 0.1 km s−1, while vx = vy = ± 0.5 km s−1 [Kosch

et al., 2010].

Table 5.1 provides a list of the different cases in this chapter and their distin-

guishable properties.
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Table 5.1: List of Cases. Note that cases not displayed in a figure but mentioned in
the text, such as the case of fully coherent energization, are not listed here.

Case Figure ε Range E2
0 [V2 m−2 Hz−1] Eq [mV m−1] Initialization Altitudes

1 5.1, 5.2 ±π
2 rad 2× 10−5 0 1000 - 1750 km

2 5.3 ±π
2 rad 2× 10−5 0.0067 1000 - 1750 km

3 5.4 ±π rad 2× 10−4 0 1000 - 8000 km
4 5.5, 5.6 ±π rad 2× 10−5 0 1000 - 8000 km
5 5.7 ±π rad 2× 10−4 0 1000 - 1750 km
6 5.8 ±π rad 5× 10−5 0 1000 - 1750 km
7 5.9, 5.10 ±π rad 3× 10−5 0.0067 1000 - 8000 km
8 5.11 ±π rad 5× 10−5 -10 1000 - 1750 km

5.1 Detail in Highly Non-Maxwellian Velocity Distri-

butions

The simulations of this section are presented to demonstrate the model’s capability

to produce some highly non-Maxwellian structures which make up velocity distri-

bution functions that result from this transverse heating process. The initialization

region used in the simulations of this section is from 1000 km to 1750 km. The

cases examined below have a range of phase incoherency of the energizing LHCP

wave is ε = ± π/2 rad; this particular range of phase incoherency will be referred

to as partially coherent, because the transverse wave field has a randomized phase

which is limited to a range of incoherency. Some interesting substructures form

during the development of the ion conic distribution functions. Some conclusions

that can be drawn from the observed effects of coherency upon the energization

rate and energization magnitude will be discussed here as well as in Chapter 6.

In general, the coherency causes a faster conversion from transverse to parallel en-

ergy, but the magnitude of energization is not significantly larger than with the

fully incoherent case.
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The physical justification for any coherency is questionable. Due to the devel-

opmental state of the model during the results phase of this thesis effort, many

of the results that were obtained used the unjustifiable assumption of partial co-

herency in order to produce appreciable outflows with a relatively short runtime;

nearer the end of the effort, it was discovered that the model still predicts similar

outflows using full incoherency, if initialized properly. Exploring the effects of a

wide range of degrees of coherency also allowed for the display of some effects

upon distribution functions for the range of physical possibility within ε = ±π

rad.

The first simulation to be presented here in Figure 5.1, Case 1, is the case us-

ing partially coherent transverse energization (ε = ± π/2 rad). The distribution

functions presented in the 15 snapshots in time increase in time (not at a constant

rate) from left-to-right, top-to-bottom for the constant altitude bin which spans the

range from 1000 km to 1140 km (note that following figures will not have this same

layout). 2,150,000 O+ ions that are initialized from 1000 to 1750 km are traced for

1 min with a spectral density value of E2
0 = 2× 10−5 V2 m−2 Hz−1.

The complex substructures seen during the first minute of transverse energiza-

tion in Figure 5.1 are apparently a result of coherency; any coherency in the ener-

gization process causes certain ions to be in phase with other ions at certain times.

This is because the ions are initialized with energies that are effectively negligible

in comparison to the energies obtained from energization, and therefore the ener-

gizing wave that has a randomized phase which is restricted to the range ε =± π/2

rad will energize all of the ions only to certain allowed energies. The substructures

do not form during fully incoherent energization because the phase of the energiz-

ing wave–and therefore the phase of the energized ions–does not restrict the range

of possible energies.

Further examination of Figure 5.1 shows that the parallel velocity steadily in-

creases and remains roughly constant in span throughout this initial minute of

energization. Interestingly, this partially coherent case uniquely exhibits a series

of expansions and contractions in transverse velocity space; more specifically, the

distribution function shows an initial expansion in the range of transverse velocity
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Figure 5.1: Case 1. Demonstration of the model’s ability to produce highly de-
tailed, non-Maxwellian distribution functions. The above 15 snapshots in time
show the initial development of distribution functions due to partially coherent
transverse energization (ε = ± π/2 rad) for a simulation of about 2,150,000 parti-
cles that are initialized from 1000 to 1750 km and traced for 1 min. The color axis
represents the number of particles in each velocity bin. The transverse electric field
spectral density reference value E2

0 = 2× 10−5 V2 m−2 Hz−1.

to a maximum of approximately ±19 km s−1 after 7 s, a subsequent contraction in

transverse velocity space to±10.5 km s−1 after 11 s, then another increase to about

±16.5 km s−1 after 14 s, then another less subtle contraction and expansion, and

only after 20 s do we see the expected gradual decrease in transverse velocity as

it gets converted to parallel velocity and begins to form the expected conic. The

following figure shows the further development of the conic distribution function
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for this situation.
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Figure 5.2: Case 1. Full conic development for the partially coherent case. The
above 12 snapshots in time increase in time and in altitude from right-to-left,
bottom-to-top. The simulation traced about 150,000 particles that are initialized
from 1000 to 1750 km and traced for 25 min (there are many less particles in this
simulation than in the last run because of the long runtime used in this partic-
ular run). The color axis represents the logarithm of the number of particles in
each velocity bin. The transverse electric field spectral density reference value
E2

0 = 2× 10−5 V2 m−2 Hz−1.

It is seen in Figure 5.2 that the partially coherent case does eventually result in

the expected conic distribution. The velocity-space snapshots increase in altitude

as well as time from bottom-to-top, right-to-left in attempt to follow the bulk of

the high energy component of the outflow. The simulation traces 150,000 O+ ions
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that for 25 min with equivalent parameters as the simulation shown in Figure 5.1.

The expected pitch angle folding is seen here as the conic progresses in time and

altitude.

Examining Figure 5.2, the parallel velocity generally increases in altitude, as

expected (although it is seen here to eventually remain relatively constant due to

the figure’s attempt to follow the same ions during and after heating). The figure

displays folding that occurs during the conic distribution’s conversion from trans-

verse to parallel velocity throughout the conic development; the parallel velocity

spans from about -2.5 km s−1 to -5 km s−1 at the altitude bin from 1420 km to 1840

km after 2.9 min and expands and increases to the range from about -5.2 km s−1 to

-9 km s−1 at the altitude bin from 10,660 km to 11,080 km after 24.9 min, and the

transverse velocity spans from about ±9 km s−1 at the altitude bin from 1420 km

to 1840 km after 2.9 min and contracts to the range from about ±3 km s−1 at the

altitude bin from 10,660 km to 11,080 km after 24.9 min.

Figure 5.3 (Case 2) shows a good qualitative example of what can happen when

a gradual, downward potential is applied to the transversely heated conic. The

particle initialization region is from 1000 to 1750 km, and the gradual downward

potential extends from 3000 km to 6000 km (remember that the heating region is

from 1000 km to 10,000 km). The choice for the magnitude of the drop (Eq =

0.00667 mV m−1 in the downward, positive q̂ direction) is explained more fully

in the following section when the gradual potential is applied to the incoherent

case (the reasoning behind the magnitude choice was to match the initial peak in

transverse energy of the incoherent case and does not necessarily apply to this

particular case–an equivalent value was used for comparative purposes). Figure

5.3 shows the altitude range from just below the heating region to just above the

potential drop region. The layout of Figure 5.3 consists of consecutive altitude

slices which increase from the bottom of the simulation region from right-to-left,

bottom-to-top. This is the state of the distribution after the 18 min of tracing that

was performed upon more than 250,000 O+ ions with a spectral density value of

E2
0 = 2× 10−5 V2 m−2 Hz−1.

Some interesting characteristics arise from this application of the downward
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Figure 5.3: Case 2. Counterstreaming distribution functions resulting from a
downward, parallel potential drop of magnitude 0.00667 mV m−1 from 3000 km
to 6000 km combined with partially coherent transverse energization (electric field
wave phase ε = ± π/2 rad) for a simulation of over 250,000 particles that are ini-
tialized from 1000 to 1750 km and traced for 18 min. The color axis represents the
logarithm of the number of particles in each velocity bin. The transverse electric
field spectral density reference value E2

0 = 2× 10−5 V2 m−2 Hz−1.

potential in Figure 5.3. A comparison of the average outflowing ion energies be-

tween the cases with and without the gradual potential drop will be performed in

Section 5.2. This figure demonstrates qualitatively some counterstreaming effects

that can result from this situation. Up to three different counterstreams can be seen

clearly at least from the altitudes of 1420 km to 4500 km. At the lower end of this

altitude range, the high energy, upwardly directed outflowing stream spans the
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largest transverse velocity range, whereas the counterstream which is relatively

slowly moving upward obtains a similar transverse velocity span at the higher

end of this altitude range–this range reaches a maximum that is greater than ±20

km s−1, a value much higher than the maximum seen in the previous case without

the downward potential. This suggests the presence of a re-heating process due

to the increased residence time in the heating region caused by the potential. The

third counterstream seen in this range is the high energy, downwardly directed

stream. Notice that this stream reaches a maximum downward velocity nearing

10 km s−1, which is similar to the velocity of high energy upward stream seen just

above the potential drop region in the top-left snapshot.

For the case of full coherency, in which the range of the phase of the energizing

LHCP wave is ε = 0 rad, the results are qualitatively very similar to the partially

coherent case presented above. No figure is displayed here for brevity due to the

similarity of the case with the partially coherent case. One case study showed that

the energization rate for the fully coherent case is slightly larger than that for the

partially coherent case (the total, average rate of energy increase for the partially

coherent case was 89% of that of the fully coherent case over 14 min of heating).

Similar substructures are apparent. Interestingly, in this case of full coherency,

these initial substructures do not have multiple contractions in the perpendicular

direction before settling to a conic as is seen in the during the initial temporal evo-

lution of the partially coherent case shown in Figure 5.1–it has one such expansion

and contraction in the transverse direction of velocity space.

5.2 Ion Conics Resulting from Incoherent Transverse

Energization

The six simulations of this section are presented to demonstrate the model’s capa-

bility to produce the expected conic distribution function which results from this

transverse heating process with the full range of phase incoherency of the ener-

gizing LHCP wave ε = ± π rad. In particular, the effects of two different spectral
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density magnitudes are examined in the first two simulations for the initialization

region from 1000 km to 8000 km. The third and fourth simulations mimic the first

and second but use the shorter initialization region from 1000 km to 1750 km. The

fifth simulation shows the effects of a gradual, downward parallel potential, and

the sixth shows the effects of a short-duration, upwardly directed potential pulse.

The first case of the section which corresponds to Figure 5.4, Case 3, shows the

classic ion conic produced by transverse ion heating. Figure 5.4 shows the distri-

bution functions after 25 min of tracing 300,000 O+ ions. The snapshots increase

in altitude from right-to-left, bottom-to-top. The initialization region is now from

1000 to 8000 km, the spectral density reference value is E2
0 = 2 × 10−4 V2 m−2

Hz−1, and the phase of the energizing wave field is fully incoherent. This magni-

tude is three magnitudes larger than the value used by Zeng et al. [2006] because

it demonstrates a better qualitative result that can be produced during a relatively

short model run. Eventually, the computer model will be run off of more comput-

ing power and for longer amounts of time. It will then produce better, quantitative

statistics as well as a higher degree of detail in its distribution functions by using at

least many tens of millions of particles. More future plans are outlined in Chapter

6.

A typical particle of the simulation in Figure 5.4 was heated for about 8 min

(they exit the lower geographic latitude limit). The expected velocity-space conic

with two upwardly flowing lobes extended in the perpendicular direction is shown

here at different altitudes. Note that the average upward parallel velocity increases

with altitude.

The next Monte Carlo simulation, Case 4, is displayed in Figure 5.5 for com-

parative purposes and to present the output which results from a more realistic

BBELF wave magnitude; it is the same run as is presented in Figure 5.4, except

that the spectral density reference value is E2
0 = 3× 10−5 V2 m−2 Hz−1 (a magni-

tude smaller). This magnitude is a factor of 100 larger than the value of Zeng et al.

[2006]. Good qualitative results still developed with this relatively short model

run. An even more realistic (smaller) spectral density would eventually show ap-

preciable energization as well, with longer runtimes. The results of this simulation
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Figure 5.4: Case 3. Incoherent transverse energization of about 300,000 particles
initialized from 1000 to 8000 km after 25 min. The color axis represents the log-
arithm of the number of particles in each velocity bin. The altitude slices are
increasing from right-to-left, bottom-to-top. The spectral density reference value
E2

0 = 2× 10−4 V2 m−2 Hz−1.

are considered to be the most closely quantitative in comparison to any other re-

sult of the study [Singh and Chan, 1993, Kintner et al., 1996, Norqvist et al., 1998,

Wu et al., 1999, Hamrin et al., 2002, Zeng et al., 2006].

A typical particle of this simulation (Figure 5.5, Case 4) was heated for about 10

min (this is a longer heating time than in the last simulation because it takes these

particles a longer time to exit the heating region due to the smaller relative trans-

verse electric field magnitude). The expected velocity-space conic is also seen here.

The area in velocity space is seen to be smaller here than that of the previous case
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Figure 5.5: Case 4. Incoherent transverse energization of about 300,000 particles
initialized from 1000 to 8000 km after 25 min. The color axis represents the loga-
rithm of the number of particles in each velocity bin. The spectral density reference
value E2

0 = 3× 10−5 V2 m−2 Hz−1 (a magnitude smaller than the previous case).

in Figure 5.4, which had a larger electric field magnitude. The average velocity

in this case is 2 to 4 km s−1 slower in the upward direction (negative q̂ direction)

over the displayed range from less than 1000 km to nearly 8000 km altitude, with

a larger difference at higher altitudes. The maximum upward velocity at 7500 km

altitude is about 11 km s−1 in the upward direction (corresponding to an energy of

10.0 eV), as compared to the previous simulation’s maximum of about 15 km s−1

(corresponding to an energy of 18.7 eV) at the same altitude. Note here that there

is a much higher energy constituent in all of these simulations at higher altitudes
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than is presented–some with velocities greater than 40 km s−1, or 130 eV–but the

statistics are too sparse to form any kind of qualitative distribution function here

(note also that even if only 1000 macroparticles in this simulation get energized

to the energies seen in the highest energy constituent, they will not produce good

form in the distribution function since they are often spread among multiple alti-

tude bins, but they still make up 3% of the outflow). In addition to not producing

good statistics, many of the high energy particles left the simulation region at the

upper altitude boundary. Also, at 7500 km there is a maximum of about ±7 km

s−1 in the transverse directions, which is only about 0.5 km s−1 smaller than the

transverse velocity span at 7500 km altitude for the previous simulation.

Presented below is a display of the average particle energy components at each

time-step for this case. The energy values from the first case above, which uses

the larger electric field, were not shown in a figure because they follow the same

trend as seen in the energy values shown in Figure 5.6, but the conversion from

transverse to parallel energy happens slightly faster, similar to but not as dramatic

as the effects of coherency. The final average energy per particle was a factor of

approximately 1.8 larger when using larger spectral density value. It should be

noted here that coherency has proven to cause a much faster energy transition

than is evident in the comparison of the two incoherent case with electric field

values that are different by a magnitude. It can also be noted here that the shorter

initialization region (shown in the following two simulations) produces these same

trends, but there are two differences. The final energy magnitudes are roughly a

magnitude smaller, and the average ion’s transition from transverse to parallel

energy takes longer than is seen with the taller initialization region.

The average particle energy per time-step was calculated via the application of

the following relationship at each time-step for the transverse and parallel energy

components.

< W >=
1
2

mo
Σv2

N
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Here, W and v denote either the transverse or parallel energy and velocity, and

the average total energy per particle was found by summing the transverse and

parallel energies. N is the total number of particles in the simulation at each time-

step. Some trends seen on the energy plots of this chapter can be explained upon

realization that many of the highest and lowest energy particles leave the sim-

ulation region. The average initial energy per particle is 0.124 eV for the initial

conditions of every simulation in this study.
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Figure 5.6: Case 4. Average particle energy at each time-step for the simulation
corresponding to that shown in Figure 5.5. The energizing electric field is turned
off after 18 min.

For this incoherently energized case (Figure 5.5) with average particle energies
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per time-step that are shown in Figure 5.6, it is seen that after an initial abso-

lute maximum in the average ion’s transverse energy of about 300 eV, there is a

decrease followed by an increase in the transverse energy, reaching another local

maximum of 1.2 eV after tracing for 7 min, and a final peak of 3.7 eV after 18 min.

Analyses reveal that the first damping of transverse energy is due to incoherency

(it is not seen in with any degree of coherency). The second peak is only due to in-

sufficiently energized particles leaving the lower altitude boundary, and the final

peak is due to the electric fields all being turned off after 18 min. As the transverse

energy gets converted to parallel energy, the parallel energy nears an absolute max-

imum of about 17 eV after 22 min of tracing. This peak occurs after the average

ion’s remaining transverse energy is converted to parallel energy after the electric

field turn-off, which takes around 4 min, and the linear trend seen thereafter sug-

gests that the conversion roughly follows a power law trend with time. The total

energy remains constant after the electric field turn-off, as expected. The final, total

average energy per particle is effectively all in the parallel direction at a value of

18 eV.

The following two simulations, Case 5 and Case 6, serve to quickly document

the distribution functions which result from the same two situations as discussed

above, but with an initialization region of a much smaller altitudinal extent. Here,

the region is from 1000 km to 1750 km instead of from 1000 km to 8000 km, as in

the previous cases.

The particles of the simulation shown in Figure 5.7 which did not exit the bot-

tom boundary of the heating region (1000 km) remained in the heating region for

the duration of the simulation. Because most of the particles in this shorter initial-

ization region start lower than the initial altitudes of the previous simulations, the

outflowing mass here did not have as large of a higher-energy constituent. The

particles are on average more bound by gravity and a weaker transversely ener-

gizing electric field at the lower altitude.

Most of the particles of the next simulation that is shown in Figure 5.8 left the

bottom boundary of the heating region (1000 km) in less than 12 min. Although

also seen in previous simulations, it is most easily seen here that those particles
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Figure 5.7: Case 5. Conic development and bulk motion which result from fully
incoherent energization of about 100,000 particles that are now initialized from
1000 km to 1750 km with E2

0 = 2× 10−4 V2 m−2 Hz−1 at t = 5 min (left) and t = 15
min (right). The color axis represents the logarithm of the number of particles in
each velocity bin.

which are not sufficiently transversely heated to move upwards due to the mirror

force become an appreciably energized beam of ion precipitation, moving down-

wards with a maximum velocity of about 3 km s−1 after 10 min. This corresponds

to a downward, field-aligned energy of 0.75 eV.

The remaining two simulations to be presented in this thesis explore the ef-

fects of parallel potentials upon these incoherently energized distribution func-

tions. Firstly, the effects of a constant, downwardly oriented potential drop upon
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Figure 5.8: Case 6. Lower energy conic development and bulk motion which result
from fully incoherent energization of about 250,000 particles initialized from 1000
km to 1750 km with E2

0 = 5× 10−5 V2 m−2 Hz−1 (a magnitude smaller than the
previous case) at t = 1.75 min (left) and t = 10 min (right). The color axis represents
the logarithm of the number of particles in each velocity bin. This figure serves to
show what happens to the lower energy tail of the distribution function at lower
altitudes.

the incoherently energized distribution functions of the group of particles initial-

ized from 1000 km to 8000 km are examined in Case 7. In this simulation shown

below in Figure 5.9, a gradual drop of magnitude 0.00667 mV m−1 is applied over

the altitude range of 3000 to 6000 km, which corresponds to a 20 V drop. This

value was chosen to match the energy gained in the typical O+ transverse energy

peak, which was at the time of the simulation believed to be on the order of 20

eV. A larger value such as that displayed in Figure 5.6 would have been a better

choice; this was a personal error committed due to hurried circumstances). There-

fore, the environment should produce flux tubes with sufficiently energized ions
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outflowing due to their ability to overcome the potential drop, and with insuf-

ficiently energized ions precipitating downward simultaneously (as was qualita-

tively demonstrated in Figure 5.3). This consequence is demonstrated below.

As seen in Figure 5.9, four snapshots in time for four different altitude slices

are presented. A typical particle of the simulation shown in Figure 5.9 was heated

for about 10 min (this is a heating time slightly smaller than in the case with the

same transverse electric field and initialization region but no potential drop–the

simulation of Figure 5.5). The initialization region is once again 1000 km to 8000

km altitude, and E2
0 = 3× 10−5 V2 m−2 Hz−1. Apparent in these snapshots are a

low-energy counterstream near the bottom of the region, a higher-energy, crescent-

shaped counterstream, and the classic transversely heated conic that has both up-

flowing and downflowing components at certain altitudes.

The four altitude slices shown in the snapshots of this figure ( 5.9) depict from

top to bottom: the region just above the parallel drop region but still within the

transverse heating region (6090 km to 6720 km), a region within the parallel drop

region and within the transverse heating region (4190 km to 4820 km), the region

just below the parallel drop region and still within the transverse heating region

(2300 km to 2930 km), and the region just below the heating region with 30 m of

the 630 km region remaining in the heating region (400 km to 1030 km). The first

snapshot at 0.7 min displays the classic conic in the top altitude slice, and, inter-

estingly, the second region from the top shows a transversely heated downflow.

This constituent goes on in the following snapshots to show a mirroring of some

of its particles up to the top altitude slice where a few high energy particles are

seen at 5 min and beyond, and most of its particles eventually contribute to the

higher energy downflow that is visible after 12.5 min in the bottom altitude slice.

The third altitude slice from the top at 0.7 min gets heated as expected and is seen

to eventually support an appreciable outflow, viewable in the second altitude slice

from the top after 25 min.

The average particle energies corresponding to the simulation in Figure 5.9 are

shown in Figure 5.10. For this incoherent case which is the same as that shown in
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Figure 5.5, except with a parallel potential drop, it is seen that the average parti-

cle reaches an initial absolute maximum in transverse energy of about 300 eV–the

same initial peak energy as that shown in Figure 5.6. Also, there is then a similar

decrease followed by an increase in the transverse energy. The transverse energy

of the average particle then reaches another local maximum around 8 min of trac-

ing with a value of only 0.8 eV–only two-thirds the transverse energy peak that is

seen with no downward potential. The last transverse energy peak is 1.0 eV, which

is less than two-thirds of the corresponding peak in Figure 5.5. As the transverse

energy gets converted to parallel energy, the parallel energy reaches an absolute

maximum of about 3.5 eV after 16 min of tracing. This is almost a factor of 5 less

than the amount of parallel energy gained by the average particle in Figure 5.6.

A comparison shows that maximum velocities in this case are less than half of the

equivalent case of the case without the parallel drop. These relative parameters

suggest that the parallel drop causes significant damping upon the outflow’s en-

ergization process, even though the voltage drop had an effective energization of

20 eV in the positive q̂ direction which is only 6.7% of the initial transverse en-

ergy peak. The cause of such significant damping is a potential case for further

research. It is possible that, with longer runtimes, the resonance time may be in-

creased enough to cause higher-energy outflows.

The following simulation, Case 8, that is plotted in Figure 5.11 documents a

possible effect of an upwardly directed, parallel potential pulse for this incoherent

case. However, the figure mainly exhibits the lower-energy conic dynamics be-

cause the initialization region is here from 1000 km to 1750 km, and the potential

pulse proved to be insufficient in causing appreciable high-energy constituents of

the distribution with this small electric field (E2
0 = 5× 10−5 V2 m−2 Hz−1).

The upward, parallel potential pulse was meant to be applied during the first

peak in transverse energy. However, it was seen during the study that the applica-

tion of the pulse at the second transverse energy peak may be much more effective

in increasing the outflows. Further investigation needs to be performed in order

to officially confirm and provide more quantitative details of this claim. This pulse

does increase the energy of the outflow. As compared to the equivalent simulation
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which only differs by the absence of the parallel pulse (Figure 5.8), both the mag-

nitude and the rate of energization are appreciably increased. A typical particle of

this simulation shown in Figure 5.11 was heated for over 11 min, and 83% exited

the bottom of the simulation region (400 km) by the end of the simulation. This Fig-

ure 5.11 serves at least a dual purpose. Firstly, between the first two time slices,

a visible jump in parallel bulk velocity of around 0.4 km s−1 shows the immediate

effect of the upward pulse. Secondly, the last three figures display the evolution of

the low energy, transversely heated distribution as it transitions to a downwardly

directed stream.
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Figure 5.9: Case 7. The above four snapshots in time show the development of
distribution functions due to incoherent transverse energization and a downward,
gradual parallel potential drop of 0.0067 mV m−1 applied over the range of 3000
to 6000 km for a simulation of over 300,000 particles that are initialized from 1000
to 8000 km and traced for 25 min. The color axis represents the logarithm of the
number of particles in each velocity bin. The spectral density reference value E2

0 =
3× 10−5 V2 m−2 Hz−1.
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Figure 5.10: Case 7. Average particle energy at each time-step for the simulation
corresponding to that shown in Figure 5.9. The energizing electric field is turned
off after 18 min.
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Figure 5.11: Case 8. The above five snapshots in time show the development of
distribution functions due to incoherent transverse energization and an upward
parallel potential pulse of 10 mV m−1 applied for 10 ms [Singh and Chan, 1993]
for a simulation of nearly 200,000 particles that are initialized from 1000 to 1750
km and traced for 20 min. The color axis represents the logarithm of the number of
particles in each velocity bin. The transverse electric field spectral density reference
value E2

0 = 5× 10−5 V2 m−2 Hz−1.



Chapter 6

Conclusions and Future Work

6.1 Conclusions

A summary of the conclusions to take away from this study are presented below.

Firstly, some general conclusions can be drawn from the model development pro-

cess. An optimal fraction of the gyro-period for the time-step is 1/20. The time-

step is still numerically stable at least to 1/5 of a gyro-period (and possibly to even

larger fractions), and this value can possibly be implemented if efficiency is exceed-

ingly more important than quantitative accuracy in the simulation. A fraction of

1/100 of a gyro-period is optimal for close accuracy, but not ideal for efficiency. Re-

garding the analysis and comparison of the guiding center particle tracing method

in Section 2.4.2, it was found that the approximation is not as sound of a calcula-

tion as the method of this study for mapping ion trajectories to the magnetosphere

or for dynamic magnetic fields with short scale, significant gradients on the order

of a few km and less; this is due respectively to the inaccuracies brought upon

by changes in magnetic field over the distance of a Larmor radius when tracing

far into the magnetosphere, and because of the large time-step used when tracing

high velocity outflows that can have significant variance in magnetic field between

time-steps. Also, the guiding center method requires a perfectly gyrotropic initial

distribution of ions for its heating method to be valid; this requirement is absent

from the model presented in this study.
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6.1.1 Trajectory Mapping

The most definite conclusion to be drawn from the Chapter 4 results which map

transversely heated O+ outflows to a realistic magnetosphere is that an effective

tool that can be used for obtaining ion escape probabilities and regional destination

probabilities of this non-thermal acceleration process has been created. Also, the

study suggested that approximately 78.5% of ions transversely heated in a narrow

region that is susceptible to energetic outflows during a powerful geomagnetic

storm stay below 1 RE in a configuration along a field line. The remaining ions

were mostly energized sufficiently enough to quickly escape the magnetosphere

on open magnetic field lines due to the dynamic configuration of the magneto-

sphere that was caused by the simultaneously occurring dramatic reconnection

and plasmoid ejection during the time of the BATSRUS model output.

6.1.2 Distribution Functions

Some generalized, qualitative conclusions can be asserted via reference to the re-

sults presented in the Monte Carlo simulations of Chapter 5. For instance, the

maximum Larmor radius in model’s current environment can reach well over 10

km throughout the heating process, and therefore finite radius effects of the BBELF

field are significant. This happens when the energization rate is gradual enough to

keep ions in the heating region for a long residence time, yet large enough to add

energy with an incoherent wave field. Another conclusion is that the initialization

region’s altitudinal extent has a large influence on the net energization of the out-

flows (the ions initialized in the shorter region of this study experienced about one

magnitude less energization than the higher region’s ions). This is apparently due

to the smaller transversely energizing wave magnitude and the stronger gravity

at lower altitudes (significant restraint of outflows occurs at lower altitudes even

in the absence of collisions). A common find of this study was a significantly en-

ergized ion precipitation stream for transversely energized particles that did not

mirror upwards; this was an unexpected result, and further investigation should

be performed to fully explain this occurrence.
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Any degree of coherency causes the development of defined substructure in the

velocity distribution functions of the particle group. These structures are a result of

the situation in which certain ions are in phase with others in a symmetric fashion

throughout the initial transverse energization due to a restriction of the energizing

wave’s phase and therefore a restriction of the possible ion energies. Coherent and

partially coherent acceleration both cause the expected ion conic. This part of the

study proved the model’s capability to produce highly detailed non-Maxwellian

distribution functions (as well as detailed counterstreams that are known to occur

with gradual, field-aligned potential drops). In a case study, partial coherency was

seen to be 89% as efficient at energizing than full coherency after 14 min of heat-

ing. Coherency causes the average particle energy to not be initially dampened, as

happens with the incoherent case, but it does not ultimately cause a significantly

larger total magnitude of energization (partial coherency produces an average par-

ticle energy a factor of 2.3 larger than the equivalent incoherent case after 15 min

of tracing). These conclusions, as well as the initialization region’s effects upon en-

ergization, support the conjecture that the total energization is mostly a function

of the spatial extent of the heating region–or, at the least, its altitudinal extent (a

larger spatial extent corresponds to a longer residence time in the heating region).

A comparison of the first two incoherently energized simulations that are shown

in Figures 5.4 and 5.5 suggests that, after 25 min of tracing, the resulting energies

of the outflows are similar–the larger spectral density reference value in the first

case served to foster a faster conversion from transverse to parallel energy, but

did not serve to increase the total magnitude of energization significantly in the

presented situation (one magnitude larger spectral density value resulted in less

than twice the final, total average energy per particle). In the case considered to be

the most closely quantitative (Figure 5.5), the average heated particle energy was

18 eV after 25 min, with a maximum high energy component of ions with easily

over 130 eV (field-aligned energies). These values are consistent with the following

referenced expected ion outflows from observation and theory [Singh and Chan,

1993, Kintner et al., 1996, Norqvist et al., 1998, Wu et al., 1999, Hamrin et al., 2002,

Zeng et al., 2006].



CHAPTER 6. CONCLUSIONS AND FUTURE WORK 85

A downwardly oriented parallel potential drop that equates to 6.7% of the av-

erage initial transverse energy peak of a heated ion group will cause energetic

counterstreaming distribution functions and will ultimately cause a damping of

the average particle’s final total energy that is almost a factor of 5 less energy than

the identical simulation that lacks the potential drop after 25 min of tracing (at

least, this can be claimed for the situations described in Figures 5.5 and 5.9).

However, the parallel potential drop case may ultimately cause an increase in the

total energization by increasing the residence time in the heating region, which can

be confirmed or disproved with a similar comparative study which uses a longer

runtime.

6.2 Future Work

This thesis has presented the initial validation of a new model. The remaining

paragraphs of this document will list some necessary, general modifications, pos-

sible improvements to computational efficiency, and some capabilities and goals

of the current two versions of the model.

Some appropriate, general modifications include the following. Self-consistency

should be imposed upon the model via, for example, methods of Jasperse [1998]

for field-aligned electric field self-consistency of the ion outflows, or of Wu et al.

[1999], by designating the assumption of quasineautrality to generate currents re-

sulting from the energized and displaced, positively charged O+ ions. Also, colli-

sion frequency and magnitude change with altitude need to be improved, and the

application of a Gaussian number generator to the collisions is necessary. Just as

well, the uniform, random number generator used in the current model for inco-

herency, initial conditions, and collisions is generated via obtaining a seed value

from the current clock time, and this can be improved to be moreMagnetic lati-

tude uniform of a number distribution. A Gaussian distribution of initial veloc-

ities is a particularly necessary model modification. Magnetic latitude and mag-

netic local time are also urgent modifications. Additionally, a guiding center model

should be implemented by this model in the future. This endeavor would require
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the generation of a gyrotropically distributed initial assortment of ions [Chang

et al., 1986], as well as a coordinate change to the use of the distance along the

local magnetic field line instead of altitude (for ease of use and for comparison

to other guiding center models). This quantity can be found via the relationship:

~s = xBx/Bx̂ + yBy/Bŷ + zBz/Bẑ. The guiding center method should then be com-

pared to the current model, and analyses of the relative inaccuracies resulting from

large radius effects as well as a large time-step should be implemented. And, fi-

nally, the resonance energization by lower hybrid waves can be included.

To improve computational efficiency, integration with the newly attained clus-

ter in ERAU’s Physical Sciences Department will vastly improve the statistics pro-

duced by both current model versions. Also, model output should be written to

binary format as opposed to the current ASCII .txt output file format. A fourth

order predictor-corrector integration scheme should be implemented. A better,

quantitative investigation of the optimal time-step dt should be performed with a

wider and denser range of fractions of a gyro-period for both the comparison of

the best numerical solution to the trajectories produced by the final equations of

motion in Equations 2.15 and of the solvable analytical solution to the numerical

solution of the third case presented in Section 3.1: Model Validation.

Some results which can readily be attained with both versions of the current

model include the following. The overall flux of the outflows should be calcu-

lated via the extrapolation of the macroparticle density to a realistic ion density.

An investigation into the effects of a wide range of varying initial positions and

velocities can be performed. Quantitative numerical error analyses should be

performed upon the current, manually designed Runge-Kutta fourth order inte-

gration scheme, and other, independently developed schemes of the same nature

should be compared. Higher order Runge-Kutta integration schemes can be ap-

plied and compared. More results using only fully incoherent energization should

be obtained in the future. The modeling of proton (H+) outflows can also be per-

formed. Better comparisons to observations and other models should be made
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with a more quantitative investigation of the transverse energization process. Fi-

nally, an investigation upon residence time in the heating region should be per-

formed with either model or both models.

Particular to the magnetospheric mapping adaptation of the model, some re-

sults that should be obtained follow. This aspect of the model has a multitude of

potential applications due to the interface with CCMC: Kameleon; particle traces

using output from CTIP, OpenGGCM, MAS, ENLIL, or LFM can be performed

in projects to come in order to apply the tracer to other regions of the solar sys-

tem including the Earth’s magnetosphere and ionosphere, other planets, or the

heliosphere. A better statistical simulation and analysis of O+ outflows should be

performed in order to quantitatively determine regional probabilities of the out-

flow destinations in the magnetosphere. The energy of the outflowing ions should

be examined via alternate analyses of the current output files or via the output

of velocity from the model. In addition, the use of more BATSRUS .cdf output

files representing other magnetospheric configurations should take place. Lastly,

the role of the presence of O+ upon magnetic reconnection in the magnetotail can

potentially be investigated.

In conclusion to this thesis report, some results that are particular to the main

version of the model which produces distribution functions via the Monte Carlo

technique are suggested. The distribution functions should be normalized. Better

energy analysis should be performed, beginning with the development of a way to

properly analyze the outflow’s energy while avoiding the effects of particles leav-

ing the simulation region. An analysis of the effects upon the rate and magnitude

of energization resulting from the application of the parallel potential pulse dur-

ing both the second transverse energy maximum and at the parallel energy peak

should take place (and the use of other magnitudes of the pulse can be studied).

Future applications should also quantitatively investigate the effects of a gradual

potential drop upon the energization rate and magnitude of outflows, especially

those effects resulting from a longer runtime than performed here. The energetic

downflow seen in the low-energy conic should be investigated and explained. Any

coherency prevents downflows. A quantitative investigation into the phenomenon
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that was apparent in this study which occurs when a smaller energizing electric

field causes a longer residence time and a higher consequent magnitude of ener-

gization than a larger electric field causes should be performed. A variation of

the heating region extent can be performed in conjunction with an examination

of the effect of residence time upon distribution functions. These studies should

all be performed with the higher initialization region of this study (or one simi-

lar in extent and upper boundary). The effects of varying the power law index α

of Equation 2.9 can be examined in the future as a parameter to adjust during a

quantitative investigation. A combination at the upper and lower boundaries with

global ionosphere and magnetosphere models can be performed (e.g., with the

models of Dr. Matthew Zettergren of the ERAU Physical Sciences Department). In

this way, the source plasma fueling the transverse energization process from lower

altitudes can be properly accounted for, and the large-scale magnetospheric effects

resulting from this important non-thermal energization process can be accurately

replicated.
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