Effect of chemical reactions on the fluidic thrust vectoring of an axisymmetric nozzle
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Introduction

The transverse injection of a fluid in a supersonic flow generates a complex flow involving asymmetric detachment due to an adverse pressure gradient, various interactions and reflections of shocks and vortex zones governing the mixture of flows downstream. Zones of high pressure upstream and low pressure downstream of the jet cause a natural inclination of the jet downstream of the flow.

The phenomenon of a secondary flow injection into the supersonic nozzles is largely documented in the literature. Analytical models (Mnafeg, Abichou, & Beji, 2015; Sellam, Chpoun, Zmijanovic, & Lago, 2012; Sellam, Zmijanovic, Leger, & Chpoun, 2015) have been proposed for studying the performance of fluidic vectorization by identifying relating parameters such as: i) the height of the fluidic obstacle formed by the secondary injection, ii) the flow separation line in front of the injector, and iii) the forces applied on the wall of the nozzle.

In addition, experimental studies and numerical simulations were also carried out on the performance of the thrust vectoring (Deng, Kong, & Kim, 2014; Ferlauto & Marsilio, 2017; Jerin, Subanesh, Tharika, Subanesh, & Naveen, 2013; Van Pelt, Neely, & Young, 2015; Zmijanovic, Lago, Leger, Depussay, Sellam, & Chpoun, 2013; Zmijanovic, Leger, Lago, Sellam, & Chpoun, 2012, 2013). These studies mainly focused on the wall nozzle pressure distribution and force balance measurements, for several configurations involving injection position as well as the injection angle. The experimental investigations are too relevant but remain very expensive considering the complexity of the experimental devices necessary to achieve them.

The transverse injection of different gases in the main supersonic flow was also investigated by Sellam et al. (2015). Mainly, they found that the penetration height depends on the secondary jet mass-flow rate, rather than the thermodynamic properties of the secondary gas. The injecting gas species have a strong influence on the aerodynamic flow field and consequently their contribution to the vectoring performance.

In general, the published works within the field of fluidic thrust vectoring, are essentially based on the use of the perfect cold gas model with constant specific heat ratio. Hence, this assumption neglects the real behavior of the gas for flow temperatures higher than 1000 K°.

There are three main types of fluidic injection: counter-flow (Jun & Hong, 2012; Mangin et al., 2006), coflow (Flamm, Deere, Mason, Berrier, & Johnson, 2007), and shock vector control (Sellam et al., 2012). The investigations carried out here deals with the shock vector control which uses the injection of a secondary flow, downstream the throat, in the supersonic part of the nozzle.

The aim of the current study, is to investigate the performance of the fluidic thrust vectoring (FTV) by means of a sonic secondary injection through a circular orifice, according to conditions such as: NPR, SPR, and injector...
position as to separation criterion. We will be focused essentially on the effects of reacting gases related to high temperatures. It’s well known that the temperature of the gas greatly affects the supersonic nozzle flow properties, such as boundary layer thickness and shock separation position. Therefore, one should expect an impact on the performance of the vectorization.

A comparative study between our results and those obtained by Zmijanovic et al. (2013), for cold flow configurations, is presented here. Globally, this comparison was very satisfying in view of the good agreement between the results.

**Nomenclature:**

- $A$ Section
- $F_x$ Axial effort
- $F_y$ Normal effort
- $h$ Fluidic obstacle height
- $M$ Mach number
- $m$ Mass flow
- $P, p$ Total pressure and static pressure
- $q$ Dynamic pressure
- $V$ Velocity vector
- $x$ Axial direction
- $y$ Normal direction
- $γ$ Ratio of specific heats
- $δ$ Thrust vector angle
- $ρ$ Density
- $C_P$ Specific heat at constant pressure of mixture (J/Kg-K).
- $H$ Specific enthalpy of mixture(J/Kg).
- $S$ Specific entropy of mixture (J/Kg-K).
- $R$ Universal gas constant (J/mole-K).
- $av$ Conditions of flow downstream of the control volume
- $j$ Injection conditions
- $s$ Separation
- $t$ Throat of the nozzle
- $0$ Stagnation Conditions
- $1$ Flow condition downstream of the shock

**Abbreviations:**

- NPR "Nozzle Pressure Ratio" Pressure $= P_{oi}/P_{a}$. 
- SPR "Secondary Pressure Ratio" $= P_{oj}/P_{oi}$. 
- SVC "ShockVector Control" principle of injection in the divergent. 
- CN "Conical Nozzle."
Modeling the Fluidic Thrust Vectoring for Reacting Supersonic Nozzle Flow

An analytical model for fluidic thrust vectoring in supersonic nozzle has been proposed by Sellam et al (2012). The model was built on the basis of the blunt body theory developed by Spaid and Zukoski (1968). The main feature of this model is based on the determination of the penetration height \( h \) of the fluid injected into the main flow of the nozzle. This height depends both on the geometrical characteristics of the injection pore and those of the primary and secondary flow. For simplicity reasons, the interface between the main and the injected flows is assumed to be a quarter of sphere followed by an axisymmetric half open cylinder (Sellam et al., 2015).

The radius \( h \) for this sphere is considered as an equivalent parameter to the height of a rising step (Sellam et al., 2015; Spaid & Zukoski, 1968). The calculation of the fluidic height requires determining beforehand the force balance applied on the control volume which is delimited by the interface between the main and injected flows and the nozzle wall, in the x direction. This force balance is calculated by integrating the pressure forces using the modified Newton law (Sellam et al., 2015).

\[ \sum F_x - A e = 0 \]

\[ \sum F_y = 0 \]

From the momentum equation and by using the isentropic flow relations, we obtain the equation below which determines the height of the equivalent fluidic step \( h \).

\[ h = \frac{A e}{A o} \]

Figure 1. Principle of thrust vectoring by fluidic injection (Sellam et al., 2015).
The calculation of the separation line of the flow at the nozzle wall, upstream the injection pore, are obtained from both relations giving the height of the equivalent step and the Billig’s formulas (Billig, 1967). The plateau pressure, for its part, is determined by means of the separation criteria, which express the value of \( p_p \) as a function of the Mach number at the separation point, and the main flow conditions (Bloomer, Antl, & Renas, 1961; Campbell & Farley, 1960; Chapman, Huehn, & Larson, 1958; Green, 1953; Kalt & Badal, 1965; Reshotko & Tucker, 1955; Schilling, 1962; Schmucker, 1973; Summerfield, Foster, & Swan, 1954; Zukoski, 1967).

The flow reattachment position at the nozzle wall, downstream of the injection port is calculated using an empirical criterion given in reference (Mangin, 2012).

The thrust vector angle, it is then defined from the following equation.

\[
\delta = \tan^{-1} \left[ \frac{\sum F_x + \sum (mV)_x}{\sum F_y + \sum (mV)_y} \right]
\]  

(2)

Where \( \Sigma F_x, \Sigma F_y, \Sigma (mV)_x, \) and \( \Sigma (mV)_y \), represent all pressure forces and momentums fluxes acting along x and y directions respectively.

The analytical model described above has been modified by introducing the thermochemical effects of reactive flows, in the evaluation of the fluidic thrust vectorization performance. This modification will allow the model to apply to operating conditions closer to that of a real rocket engine. The approach is based on the calculation of the chemical composition, the flow parameters in the combustion chamber, the nozzle throat and at all points of supersonic nozzle section. For this purpose, we consider that the rocket nozzle is supplied by LH\(_2\) and LO\(_2\) mixture with oxidizer/fuel mass flow ratio...
of 5.9 at combustion chamber pressure of 3 bars. The chemical reaction mechanism consists of eight chemical reactions that describe the dissociation/recombination involving 6 chemical species: O2, H2, OH, H2O, O, and H.

The chemical composition calculation described in this study is obtained by solving the species continuity equations (3).

\[ \omega_s = \frac{dC_s}{dt} \]  

Where \( C_s \) is the molar concentration of the species \( s \) and \( \omega_s \) is the species production rates. Each reaction set has the general form (4).

\[ \sum_{s=1}^{N_s} \nu'^s Z_s \leftrightarrow \sum_{s=1}^{N_s} \nu''^s Z_s \]  

Where \( Z_s \) are the chemical symbols and \( \nu' \), \( \nu'' \) are the reactant and product stoichiometric coefficient respectively. Total species production rates \( \omega_s \), are determined by summing the contributions from each reaction, and is given by the formula (5).

\[ \omega_s = \nu'^s \prod_s C_s^{\nu'^s} - \nu''^s \prod_s C_s^{\nu''^s} \]  

Where \( \nu'^s \) and \( \nu''^s \) are forward and backward reaction rates respectively, they are approximated by the Arrhenius law given by the formula (6) (Davidenko, Gökalp, Duffour, & Magre, 2006).

\[ k = AT^B \exp(E/T) \]  

The coefficients A, B and E are summarized in Table 1.

By discretizing the equation (3) using the finite difference method, we obtain:

\[ (C_s)^{t+1} = (C_s)^t + \Delta t \omega_s \]  

Using this new calculated value of \( C_s \), we calculate the molar fractions \( X_s \).

\[ X_s = \frac{C_s}{C_m} \]  

Where \( C_m \) is the total concentration of the mixture, calculated as follows.
The mass fractions $Y_s$ are given by:

$$Y_s = X_s \frac{M_s}{M_m}$$  \hspace{1cm} (10)

With $M_s$ is the molar mass of the species $s$, and $M_m$ is the molar mass of the mixture expressed by:

$$M_m = \sum_{s=1}^{N_s} X_s M_s$$  \hspace{1cm} (11)

Table 1

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Forward reaction rate</th>
<th>Backward reaction rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A (mol.cm.s)</td>
<td>B</td>
</tr>
<tr>
<td>H+O$_2$↔2OH</td>
<td>1.700 $10^{18}$</td>
<td>0.0</td>
</tr>
<tr>
<td>H+O$_2$↔OH+O</td>
<td>1.987 $10^{14}$</td>
<td>0.0</td>
</tr>
<tr>
<td>H+OH↔H$_2$O+H</td>
<td>1.024 $10^{8}$</td>
<td>1.6</td>
</tr>
<tr>
<td>H$_2$O↔OH+H</td>
<td>5.119 $10^{4}$</td>
<td>2.67</td>
</tr>
<tr>
<td>2OH↔H$_2$O+O</td>
<td>1.506 $10^{6}$</td>
<td>1.14</td>
</tr>
<tr>
<td>H+OH+M↔H$_2$O+M</td>
<td>2.212 $10^{-2}$</td>
<td>-2.0</td>
</tr>
<tr>
<td>2H$_2$+M↔H+M</td>
<td>9.791 $10^{16}$</td>
<td>-0.6</td>
</tr>
</tbody>
</table>

Note: From Davidenko et al. (2006).

The thermochemical parameters of the flow in the combustion chamber, the throat and the nozzle are determined beforehand and compared to the CEA code (Gordon & McBride, 1996).

The calculated molar fractions of the chemical species at the temperature of the combustion chamber ($T_c = 3109.07$ °K) are shown in Table 2. The results are consistent with those given by the CEA Code.
Table 2

Values of the Molar Fractions for Different Chemical Species

<table>
<thead>
<tr>
<th>Chemical species</th>
<th>Calculated Molar fractions</th>
<th>CEA Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₂</td>
<td>0.00797</td>
<td>0.00749</td>
</tr>
<tr>
<td>H₂</td>
<td>0.25739</td>
<td>0.25725</td>
</tr>
<tr>
<td>OH</td>
<td>0.05648</td>
<td>0.05851</td>
</tr>
<tr>
<td>H₂O</td>
<td>0.60537</td>
<td>0.60464</td>
</tr>
<tr>
<td>O</td>
<td>0.00846</td>
<td>0.00811</td>
</tr>
<tr>
<td>H</td>
<td>0.06431</td>
<td>0.06399</td>
</tr>
</tbody>
</table>

Therefore, the various parameters of the combustion chamber, especially the specific heat at constant pressure, the entropy and the enthalpy of the frozen mixture, can be calculated using equations 12 to 18 (Gordon & McBride, 1996).

The equations below (12-14) represent the specific heat at constant pressure, the enthalpy and the entropy of the mixture.

\[
C_p = \sum_{i=1}^{ns} n_i C_{p_i}^\alpha
\]  
(12)

\[
H = \sum_{i=1}^{ns} n_i H_i^\alpha
\]  
(13)

\[
S = \sum_{i=1}^{ns} n_i S_i
\]  
(14)

With:

\[
S_i = S_i^\alpha - R \ln \frac{n_i}{n} - R \ln P
\]  
(15)

Where:

\( n_i \) is the number of moles of each species \( i \) of the mixture:

\[
n = \sum_{i=1}^{ns} n_i
\]

The thermodynamic parameters of each species are given by the polynomial formulations given below (Gordon & McBride, 1994):

\[
\frac{C_p^\alpha}{R} = a_1 T^{-2} + a_2 T^{-1} + a_3 + a_4 T + a_5 T^2 + a_6 T^3 + a_7 T^4
\]  
(16)
The polynomial coefficients of the thermodynamic quantities \(a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8, a_9\) are taken from reference (Gordon & McBride, 1994).

The calculation of the thermodynamic flow parameters at the nozzle throat is made possible, once the thermodynamic gas properties within the combustion chamber have been first determined, by assuming an isentropic expansion from the combustion chamber for frozen mixture. The calculation of temperature and pressure is based on iterative procedures.

For the temperature, the first estimate is given by equation (19), the other iterations are obtained by equation (20):

\[
T_i = \frac{2T_0}{\gamma_0 + 1}
\]  

\[
(\ln T_i)_{i+1} = (\ln T_i)_i + \frac{S_0 - S_i}{C_{p_i}}
\]  

The iterative procedure is suspended as soon as the conservation condition of the entropy (21) is satisfied.

\[
\frac{S_0 - S_i}{C_{p_i}} < 0.5 \times 10^{-4}
\]  

A similar approach is adopted for the pressure calculation. Its first estimate is given by equation (22), the other iterations are obtained by equation (23). The iterative procedure is stopped if the flow conservation condition (24) is satisfied.

\[
\frac{P_0}{P_i} = \left(\frac{\gamma_0 + 1}{2}\right)^{\gamma_0/2(\gamma_0 - 1)}
\]
\[(P_r)_{i+1} = \left( P \frac{1+\gamma_0 M^2}{1+\gamma_0} \right)_{t,k} \] (23)

\[\left| \frac{u_e^2 - a_e^2}{u_e^2} \right| \leq 0.4 \times 10^{-4} \] (24)

The same approach is followed for the calculation of the flow parameters within the different sections of the divergent portion of the nozzle. The estimation of the temperature is given by equation (25) and for the other iterations; equation (26) is used with $M > 1$.

\[T_e = \frac{T_0}{1 + \left( \frac{\gamma_e - 1}{2} \right) \times 2^2} \] (25)

\[(\ln T_i)_{i+1} = (\ln T_i)_{i} + \frac{S_0 - S_i}{C_{P_i}} \] (26)

The convergence of the iterative computations is obtained when the condition (27) is reached.

\[\frac{S_0 - S_i}{C_{P_i}} < 0.5 \times 10^{-4} \] (27)

The first estimate of the pressure is given by the empirical relations below (28-29), for different values of the section ratio. The other iterations are obtained by equation (30).

\[1 < \frac{A_e}{A_t} < 2 \]

\[\ln \frac{P_0}{P_t} = \ln \frac{P_0}{P_t} + \sqrt{3.294 \left( \ln \frac{A_e}{A_t} \right)^2 + 1.535 \ln \frac{A_e}{A_t}} \] (28)

\[\frac{A_e}{A_t} \geq 2 \]
\[
\ln \frac{P_0}{P_t} = \gamma_0 + 1.4 \ln \frac{A_e}{A_i} \quad (29)
\]

\[
\left( \ln \frac{P_0}{P_e} \right)_i = \left( \ln \frac{P_0}{P_e} \right)_{i-1} + \left( \frac{\gamma_0 u_i^2}{u_e^2 - a_e^2} \right) \left[ \ln \frac{A_e}{A_i} - \left( \frac{P_i}{T_i} \right) \left( \frac{T_e}{P_e} \right) \right] \quad (30)
\]

When condition (31) is satisfied, the iterative procedure is suspended.

\[
\left| \ln \frac{P_0}{P_e} \right|_{i-1} - \left| \ln \frac{P_0}{P_e} \right|_i < 0.4 \times 10^{-5} \quad (31)
\]

After determining the evolution of the temperature and pressure at any section of the nozzle, we will then focus on the various parameters of the flow such as: Mach number, density and the specific heats ratio \(\gamma\).

Table 3 below gives a comparison of the thermodynamic parameters at different sections of the conical nozzle, described below, obtained by the developed numerical tool and those from the CEA code. It’s quite clear that the results totally comply with those of the CEA code.

Table 3
Values of the Thermodynamic Parameters for Different Divergent Sections of the Nozzle

<table>
<thead>
<tr>
<th>X(m)</th>
<th>0.000</th>
<th>0.025</th>
<th>0.050</th>
<th>0.075</th>
<th>0.108</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mach</td>
<td>0.999</td>
<td>1.809</td>
<td>2.155</td>
<td>2.415</td>
<td>2.693</td>
</tr>
<tr>
<td>CEA Code</td>
<td>1.000</td>
<td>1.811</td>
<td>2.155</td>
<td>2.415</td>
<td>2.692</td>
</tr>
<tr>
<td>P/P_0</td>
<td>0.561</td>
<td>0.180</td>
<td>0.099</td>
<td>0.062</td>
<td>0.037</td>
</tr>
<tr>
<td>CEA Code</td>
<td>0.561</td>
<td>0.179</td>
<td>0.100</td>
<td>0.062</td>
<td>0.038</td>
</tr>
<tr>
<td>\rho/\rho_0</td>
<td>0.621</td>
<td>0.244</td>
<td>0.151</td>
<td>0.103</td>
<td>0.068</td>
</tr>
<tr>
<td>CEA Code</td>
<td>0.621</td>
<td>0.243</td>
<td>0.151</td>
<td>0.103</td>
<td>0.069</td>
</tr>
<tr>
<td>T/T_0</td>
<td>0.904</td>
<td>0.737</td>
<td>0.661</td>
<td>0.605</td>
<td>0.548</td>
</tr>
<tr>
<td>CEA Code</td>
<td>0.904</td>
<td>0.737</td>
<td>0.661</td>
<td>0.605</td>
<td>0.548</td>
</tr>
<tr>
<td>\gamma</td>
<td>1.213</td>
<td>1.224</td>
<td>1.231</td>
<td>1.238</td>
<td>1.245</td>
</tr>
<tr>
<td>CEA Code</td>
<td>1.213</td>
<td>1.224</td>
<td>1.231</td>
<td>1.238</td>
<td>1.245</td>
</tr>
</tbody>
</table>

Figures 2 and 3, respectively, depict the variation of the specific heat \(C_p(T)\) and the specific heat ratio \(\gamma(T)\) of the reacting high temperature flow compared to constant \(C_p\) and constant \(\gamma\) for air perfect gas. The difference between these values is due to the large gap between the molar masse in both cases. This must have necessarily an influence on the thermodynamic parameters of the flow.
Figure 2. Variation of the specific heat for constant pressure for different values of the temperature.

Figure 3. Variation of the specific heats ratio for different values of the temperature.

**Results and Discussions**

A computational program was built and developed in order to calculate the force balance along the x and y directions, the angle of deflection $\delta$ and the distribution of the pressure along the nozzle wall. It offers the possibility to choose different separation criterion when calculating the separation position $x_s$ and the plateau pressure $P_p$. It also permits to choose the desired NPR, SPR and the position of the injector.

Two sets of axisymmetric nozzle configuration were used in this work: A conical CD nozzle and truncated ideal contour (TIC) nozzle. Both nozzles are designed to produce an exit flow at $M_e = 3$ for the nozzle pressure ratio $NPR= 37.5$. 
The conical CD axisymmetric nozzle is designed with a divergent section geometry length \( l_n = 100 \text{ mm} \), conic half-angle \( \alpha = 5.42^\circ \), a throat radius \( R_{th} = 9.72 \text{ mm} \) and an expansion ratio \( A_e/A_{th} = 4.237 \).

The TIC nozzle was calculated using the method of characteristics (MOC) for a Mach design \( M_D = 3.3 \) and truncated at exit section Mach \( M_e = 3.03 \) with an exit angle of 4.55°. The expansion ratio \( A_e/A_{th} \) is 4.87 with a throat radius \( R_{th} = 10 \text{ mm} \). The injection position \( x_j \) was such as \( x_j/l_n = 0.9 \) for the conical nozzle and \( x_j/l_n = 0.88 \) for the TIC nozzle. The basic design parameters of the tested nozzles are summarized in Table 4 below:

**Table 4**  
Nozzles Design Parameters

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>( R_{th} ), mm</th>
<th>( M_e )</th>
<th>( l, \text{mm} )</th>
<th>( x_j/l_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conical</td>
<td>9.72</td>
<td>3</td>
<td>100</td>
<td>0.9</td>
</tr>
<tr>
<td>TIC</td>
<td>10</td>
<td>3.03</td>
<td>68</td>
<td>0.88</td>
</tr>
</tbody>
</table>

**Validation of the Numerical Tool**

The presence of a fluidic obstacle in the divergent of the supersonic nozzle caused by a secondary injection leads to the separation of the incoming turbulent boundary layer. The separation length generally depends on the flow regime in the boundary-layer and found to be proportional to the height of the obstacle. The application of the force balance including the pressure forces in the separation zone and the momentum flow rate of the injected secondary fluid leads to a pitching moment about the injector.

As a first step, the numerical tool developed and exposed in this work has been tested and validated according to the experimental study carried out by Zmijanovic et al. (2013) for the case of a conical nozzle. Table 5 below shows the calculated vectoring angles \( \delta \) according to the injection flow rates and the separation criterion (Bloomer et al. 1961; Campbell & Farley, 1960; Chapman et al., 1958; Green, 1953; Kalt & Badal, 1965; Reshotko & Tucker, 1955; Schilling, 1962; Schmucker, 1973; Summerfield et al., 1954; Zukoski, 1967) at the adaptation NPR = 37.5 for dried cold air. A comparison with the experimental results, cited above, is also shown.

https://commons.erau.edu/ijaa/vol6/iss5/16
Table 5

Values of the Vectoring Angle $\delta$ for Different Values of Injection Rates

<table>
<thead>
<tr>
<th>$SPR$</th>
<th>0.667</th>
<th>0.833</th>
<th>1</th>
<th>1.167</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_m$</td>
<td>0.055</td>
<td>0.068</td>
<td>0.081</td>
<td>0.098</td>
</tr>
<tr>
<td>Zukoski</td>
<td>6.15</td>
<td>7.52</td>
<td>8.87</td>
<td>10.19</td>
</tr>
<tr>
<td>Chapman</td>
<td>6.27</td>
<td>7.68</td>
<td>9.06</td>
<td>10.39</td>
</tr>
<tr>
<td>Schmuker</td>
<td>6.02</td>
<td>7.39</td>
<td>8.73</td>
<td>10.02</td>
</tr>
<tr>
<td>Reshotko and Trucker</td>
<td>5.78</td>
<td>7.09</td>
<td>8.39</td>
<td>9.64</td>
</tr>
<tr>
<td>Campbell and Farley</td>
<td>5.76</td>
<td>7.08</td>
<td>8.34</td>
<td>9.63</td>
</tr>
<tr>
<td>Green</td>
<td>5.96</td>
<td>7.30</td>
<td>8.64</td>
<td>9.92</td>
</tr>
<tr>
<td>Schilling</td>
<td>6.00</td>
<td>7.35</td>
<td>8.66</td>
<td>9.95</td>
</tr>
<tr>
<td>Kalt and Bendall</td>
<td>6.13</td>
<td>7.48</td>
<td>8.86</td>
<td>10.18</td>
</tr>
<tr>
<td>Bloomer, Antl and Renas</td>
<td>6.74</td>
<td>8.24</td>
<td>9.75</td>
<td>11.23</td>
</tr>
<tr>
<td>Summerfield</td>
<td>5.99</td>
<td>7.35</td>
<td>8.66</td>
<td>9.92</td>
</tr>
<tr>
<td>Lawrence and Weynand</td>
<td>6.17</td>
<td>7.55</td>
<td>8.92</td>
<td>10.27</td>
</tr>
<tr>
<td>Exp results – cold air</td>
<td>5.60</td>
<td>6.70</td>
<td>8.20</td>
<td>9.20</td>
</tr>
</tbody>
</table>

As it was observed in previous works Zmijanovic et al. (2013), we can notice that the vectoring angle $\delta$ linearly increases with increasing $SPR$ values. This results in both the increase of the separation area and the amount of the side force due to the momentum of the injected flow. We also notice that the choice of the separation criteria has some influence in the computation of the deviation angle and the best separation criteria are those mentioned in references (Campbell & Farley, 1960; Green, 1953; Reshotko & Tucker, 1955; Schilling, 1962), because these separation criteria are calibrated for the conical nozzles.

In Figure 4, we depict the influence of the separation criteria on the wall pressure distribution for operating nozzle at NPR = 37.5 and SPR = 1, for cold perfect gas. The plateau pressure and the separation position are close to those obtained experimentally for cold air Zmijanovic et al. (2013) for the criteria mentioned in references (Campbell & Farley, 1960; Green, 1953; Reshotko & Tucker, 1955; Schilling, 1962), because these separation criteria are adapted for the conical nozzles.

The pressure is characterized by an isentropic expansion up to the separation position followed by a jump to the plateau pressure due to the boundary layer separation at the fluidic secondary injection obstacle. Behind
the injector, we attend a depression caused by the reattachment of the flow at the wall of the nozzle.

**Figure 4.** Pressure distribution at NPR = 37.5 and SPR = 1, for cold perfect gas.

The influence of the injection position has also been studied. The experimental study, based on force balance measurements, has shown that injections close to the nozzle throat have proved ineffective and lead to relatively low performance in terms of vectorization (Zmijanovic, 2015). Analysis of the results obtained by means of CFD calculations, carried out during these same studies, showed that in terms of flow configuration generated by the transverse injection into the supersonic main flow nozzle, and taking into account the size of the nozzle used, the oblique shock resulting from this injection, is able to impact and to reflect from the opposite wall. This leads to generate a separation zone that works in the opposite direction of the vectorization, which explains the decrease in thrust vectoring angles.
Calculated and measured thrust vectoring performance for several injector positions \((x_j)\), for cold perfect gas at \(NPR = 37.5\), \(SPR = 1\) and for different separation criteria are summarized in Table 6.

For the experimental results, as it was related above, the location of the secondary injection has a great influence on the vectoring performance. In fact, the force balance measurements revealed a large decrease in the vectorization angle as the injection is made closer to the nozzle throat.

In fact, the force balance measurements revealed a large decrease in the vectorization angle as the injection is made closer to the nozzle throat. However, our model, not including the phenomenon of reflection described previously, gives results far from the experiment. Nevertheless, it remains very close to the experience as soon as the injection is close to the exit. In this case, the decrease in the vectorization angle is solely related to the reduction of the contribution of the overpressure zone as the Mach number increases and the pressure in the nozzle decreases. Figure 6 depicts the comparison between these two results.

From these results, we will focus particularly, in the following, on the injections made only in the vicinity of the outlet section for the reactive flows.

*Figure 5. Schematic sketch of shock reflection phenomena resulting from fluidic injection in supersonic nozzle.*
Table 6
Variation of the Vectoring Angle for Different Positions of the Injector

<table>
<thead>
<tr>
<th>Injection position (xj/lm)</th>
<th>0.7</th>
<th>0.75</th>
<th>0.8</th>
<th>0.9</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zukoski</td>
<td>9.81</td>
<td>9.59</td>
<td>9.40</td>
<td>8.87</td>
<td>8.68</td>
</tr>
<tr>
<td>Chapman</td>
<td>10.04</td>
<td>9.83</td>
<td>9.61</td>
<td>9.06</td>
<td>8.85</td>
</tr>
<tr>
<td>Schmuker</td>
<td>9.70</td>
<td>9.51</td>
<td>9.27</td>
<td>8.73</td>
<td>8.54</td>
</tr>
<tr>
<td>Reshotko and Trucker</td>
<td>9.29</td>
<td>9.11</td>
<td>8.88</td>
<td>8.39</td>
<td>8.20</td>
</tr>
<tr>
<td>Campbell and Farley</td>
<td>9.26</td>
<td>9.05</td>
<td>8.86</td>
<td>8.34</td>
<td>8.19</td>
</tr>
<tr>
<td>Green</td>
<td>9.63</td>
<td>9.42</td>
<td>9.19</td>
<td>8.64</td>
<td>8.45</td>
</tr>
<tr>
<td>Schilling</td>
<td>9.46</td>
<td>9.32</td>
<td>9.14</td>
<td>8.66</td>
<td>8.49</td>
</tr>
<tr>
<td>Kalt and Bendall</td>
<td>9.80</td>
<td>9.63</td>
<td>9.41</td>
<td>8.86</td>
<td>8.65</td>
</tr>
<tr>
<td>Bloomer, Antl and Renas</td>
<td>11.04</td>
<td>10.74</td>
<td>10.46</td>
<td>9.75</td>
<td>9.49</td>
</tr>
<tr>
<td>Summerfield</td>
<td>9.26</td>
<td>9.16</td>
<td>9.05</td>
<td>8.66</td>
<td>8.50</td>
</tr>
<tr>
<td>Lawrence and Weynand</td>
<td>9.98</td>
<td>9.76</td>
<td>9.51</td>
<td>8.92</td>
<td>8.71</td>
</tr>
<tr>
<td>Expe results – cold air</td>
<td>0.82</td>
<td>4.6</td>
<td>7.15</td>
<td>8.27</td>
<td>8.01</td>
</tr>
</tbody>
</table>

Note: From Zmijanovic et al. (2015).

Figure 6. Evolution of the thrust vectoring with injection positions.
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Influence of the separation criteria.

The analytical model developed in the previous work (Sellam et al., 2012, 2015) and validated for cold-air blowing nozzle, has been improved by taking into account the effects of chemical reactions, occurring in the nozzle flow, in the fluidic thrust vectoring performance.

The methodology used to calculate the fluidic thrust vectoring performance, for cold air, is followed hereafter in the case of reacting flow for both conical and TIC nozzles. After calculating the flow parameters, Mach number, pressure, temperature, density and specific heats ratio, for each point of the divergent part of the nozzle, considering the reactive mechanism described below, the fluidic thrust vectoring angle was computed and a comparison with the experimental data for cold flow is made.

The fluidic thrust vectoring was performed with a circular injection hole at \( x_j/x_t = 0.9 \) for the conical nozzle and \( x_j/x_t = 0.88 \) for the TIC nozzle. The results obtained concerning the fluidic thrust vectoring, are from the logical point of view identical to those of the first case (conical nozzle), that is to say all the curves have the same shape.

Table 7 below shows the vectoring angle \( \delta \) for different separation criteria at \( NPR = 37.5 \) and for the pressure ratio \( (SPR=1) \). It is obvious that in this case the secondary to primary mass flow rates ratios \( (f_m) \), rather than the height of penetration are not identical in the two cases. \( f_m = 0.081 \), \( h = 8.05 mm \) for cold air and \( f_m = 0.042 \), \( h = 7.87 mm \) for high temperature reacting flow.

Consequently, the calculated vectoring angle \( \delta \) in case of the high temperature gas flow is less than the cold perfect gas one. This result is due, on the one hand, to the decrease of flow momentum at the injector and on the other hand to the decrease of the separation zone in front of the injector, as a consequence of the decrease of the fluidic obstacle height \( h \), which strongly depends on \( \gamma \).

We can also notice that the separation criteria have an influence on the calculation of the deflection angle. Indeed, all these empirical criteria have been adjusted for geometric configurations and specific flow conditions applied to each case.

In all cases, the numerical results show that the vectoring of the fluid thrust remains effective for high temperature reacting gas.
Table 7
Vectoring Angle $\delta$ for NPR = 37.5, SPR = 1

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>Conical</th>
<th>TIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of gas</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cold air (T$_0$=245) fm = 0.081</td>
<td>Reacting H2-O2 gas (T$_0$=3109.07) fm = 0.042</td>
</tr>
<tr>
<td>Chapman</td>
<td>9.06</td>
<td>7.35</td>
</tr>
<tr>
<td>Reshotko and Trucker</td>
<td>8.39</td>
<td>7.06</td>
</tr>
<tr>
<td>Campbell and Farley</td>
<td>8.34</td>
<td>6.99</td>
</tr>
<tr>
<td>Green</td>
<td>8.64</td>
<td>7.16</td>
</tr>
<tr>
<td>Schilling</td>
<td>8.66</td>
<td>7.27</td>
</tr>
<tr>
<td>Bloomer, Antl and Renas</td>
<td>9.75</td>
<td>7.74</td>
</tr>
<tr>
<td>Summerfield</td>
<td>8.66</td>
<td>7.30</td>
</tr>
<tr>
<td>Lawrence and Weynand</td>
<td>8.92</td>
<td>7.37</td>
</tr>
<tr>
<td>Experimental results – cold air</td>
<td>8.27</td>
<td>6.78</td>
</tr>
</tbody>
</table>

Figures 7 and 8 illustrates the pressure distribution for the two nozzles, calculated for cold air and reacting gas using the Schilling’s (1962) criterion, compared to the experimental values given in reference (Zmijanovic et al., 2013, 2015) for NPR=37.5 and SPR=1.

The calculated separation positions ($x_s/l_n$), for the conical nozzle, are 0.72 and 0.73 for the cold perfect and high temperature gases respectively, while the experimental pressure investigations give the separation position at $x_s/l_n = 0.74$, in the case with cold air Zmijanovic et al. (2013). The values of the pressure jump are also in good agreement for the cold air investigations, while the plateau pressure is higher in the case of the high temperature gas. In fact, it’s well known that the boundary layer is thicker for high temperature flow and tends de separate more quickly due to the adverse pressure gradient.
**Figure 7.** Wall pressure distribution of conical nozzle for NPR = 37.5 and SPR = 1.

**Figure 8.** Wall pressure distribution of TIC nozzle for NPR = 37.5 and SPR = 1.

**Influence of the secondary injection pressure (SPR).**

Figure 9 shows the results of the theoretical model for high temperature gas, in terms of wall pressure to total pressure ratio upstream and downstream of the injector obtained for the adapted conditions of the experimentally tested nozzle Zmijanovic et al. (2013) for different injection flow rates, while the plateau pressure is computed with Schilling criterion. As it can be seen in this plot, and as it is expected, the separation distance increases with the rate of injected flow for an identical operating regime of the nozzle. Indeed, the fluidic obstacle height $h$ given by relation (1) also increases with the injection pressure ratio.
Figure 9. Wall pressure profile as function of injection rates.

Figure 10 illustrates the evolution of the vectoring angle $\delta$ according to the injection flow rates for operating nozzle at adaptation regime (NPR = 37.5) for the two types of gas. The experimental data carried out for cold air are also depicted.

As we can see, in both nozzle configurations, the vectoring angle $\delta$ linearly increases with the increasing SPR. The maximum is reached for SPR = 1.167. On the other hand, the influence of the thermochemical state of the
gas on the calculation of the vectoring angle is well highlighted. As it was mentioned above, in all cases the performance of the fluidic thrust vectoring is affected by the thermodynamic properties of the flow field. Indeed, the specific heat ratio and molecular mass of the species have substantial impact on the penetration height, the main flow deflection and thus thrust vectoring performance.

**Conclusions**

In the presented study, the previous works conducted with cold perfect gas have been extended to high temperature gas investigations. It is found that the fluidic thrust vectoring remains well effective under all injection gas conditions. Major distinction is found concerning the difference of thermodynamic gas properties, as molecular mass and specific heat ratio and their influence on the generated thrust vectoring performance. It may be asserted that specific heat ratio, molecular mass and thus momentum of the injected gas have substantial impact on the penetration height, main flow deflection and thus on the thrust vectoring performance.

Fluidic thrust vectoring performance, obtained by the secondary injection in the nozzle divergent in the case of the reactive high temperature was compared with those obtained for cold air experiment. According to these results, the secondary injection has proved its ability to remain effectiveness in reactive flow.

Similarly, the results obtained show clearly that the high-pressure ratios and the injection positions that are closed to the outlet section of the nozzle are the most efficient. It also found that the thrust efficiency is about 1.2% of injected flow.

Finally, in terms of performance, this work has highlighted for the first time the importance of the thermochemical effects on fluidic thrust vectorization. The results are more than encouraging. This work provides a new impetus to continue experimental work with hot reactive flows for this purpose.
References


