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Abstract

Electromagnetic interactions between Mars remnant crustal magnetic fields and solar and planetary ions lead to time and space variations of the ionosphere. In this work, we continue the investigations started by Riousset et al. [2013] and address the effect of chemistry on ion populations in the dynamo region, where ion dynamics are driven by collisions while electrons are still mostly magnetized. We adopt a mesoscale model to simulate dynamics of electrons and ions in the upper atmosphere (100–400 km). Our approach focuses on numerical studies using the Martian Multifluid Magnetohydrodynamic (MF-MHD) Model (M$^4$). The dynamo is a region which varies in time and space due to the lack of a global planetary intrinsic magnetic field, the location of the remnant crustal fields, and the planetary rotation responsible for day/night transition and subsequent trans-terminator particle transfer. The time scales of atmospheric collisions, gyromotions, and chemical processes are discussed in detail to support the selection of relevant reactions for mesoscale studies of the dynamo regions. Several schemes are available in the referenced literature [e.g., Najib et al., 2011; Brain et al., 2015; Dong et al., 2018], and the chemistry model developed as part of this work is based on Najib et al. [2011]. The improved model more accurately reflects changes in the population of planetary ions, which can alter the dynamo current, thereby also causing perturbations of the magnetic field. The MAVEN mission has shown the importance of ion escape in the Martian atmospheric loss, and previous modeling studies [e.g., Riousset et al., 2014] have shown that electrodynamics in the dynamo region may impact upward transport of ions from this region, supporting the need for further studies. This work shows that the inclusion of chemistry results in substantial changes of ion distributions. Furthermore, differences in the symmetry, strength and
altitude range of the dynamo current are observed, likely stemming from the absence of a peak electron density region because of an unbalanced production/destruction of CO$_2^+$. 
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Chapter 1

Introduction

Mars is a major priority for current and future solar system exploration missions [MEPAG, 2015]. There is a desire to understand how the red planet lost its atmosphere to the solar wind during the earlier phases of the solar system and whether or not it once supported bacterial life. Recent observations [e.g., Withers, 2009] have shown that Mars represents a delicately coupled system where even minor changes can cause significant physical effects on even the most distant components. The day-side ionosphere is a prime example of this balance, where conditions depend on solar activity, remanent magnetism, collisions between magnetized and non-magnetized particles, and ion neutral chemistry.

1.1 Mars Magnetic Field

One of the most important discoveries of Mars Global Surveyor (MGS) was a distinct lack of global magnetic field on Mars [e.g., Acuña, 1999]. However, the planet is not entirely devoid of magnetism. The MGS mission revealed that similar to the Moon, Mars is dominated by a remanent field of lithospheric origins. This phenomena is also present on Earth, but is largely overshadowed by the larger global field (see Figure 1.2). Connerney et al. [1999] demonstrated that the strength of these crustal fields on Mars is not negligible. The remanent Martian magnetization exceeds terrestrial crust magnitudes tenfold (see Figure 1.2).
The field strength varies on scales of 50–100 km with strong day/night asymmetries. Shinagawa [2000] demonstrated that a multitude of small scale magnetic structures of crustal origin exists within the ionosphere of Mars in various regions. This leads to an environment where the remanent field is sufficient to drive magnetic processes in the ionosphere. In particular, Fillingim et al. [2010] show regions of enhanced ionization existing near local magnetic cusps. Withers and Mendillo [2005] hypothesize that anomalous results in some MGS electron profiles are linked to the geometry of the local magnetic field. Strong and weak fields exist in close proximity, leading to the formation of magnetic cusps and loops. Mitchell et al. [2001] showed that magnetic field strength varies by up to two orders of magnitude, sometimes reaching values of 200 nT at an altitude of 400 km. This magnetic field structure has a significant influence on the electrodynamics in the Martian ionosphere. Halekas et al. [2008] found electrons accelerating downwards near radial fields at cusps, as seen by MGS. Bertaux et al. [2005] observed an aurora in the martian atmosphere using
the ultraviolet spectrometer SPICAM on board Mars Express, and conclude that the aurora are a highly concentrated and localized emission controlled by magnetic field anomalies in the martian crust. The spectra of these electrons are similar in shape to observations done at the Earth’s auroral zones. In such an environment one would expect an increase in ionization, therefore leading to an enhancement in ionospheric density.

Previous reviews of the Martian ionosphere relied mostly on upper atmospheric mass spectrometer measurements from the Viking 1 and Viking 2 landers [e.g., Lewis et al., 1999]. Zhang et al. [1990] showed that Mars has much more variation between day and nightside as compared to a planet with a well defined magnetic field, and that Martian dust storms can “lift” the ionosphere by 20–30 km. According to Barth et al.
atomic oxygen escape is caused by a non-thermal process, namely the dissociative recombination of \( \text{O}_2^+ \). \cite{Trotignon2000} concluded that the transfer of momentum of the solar wind to the upper part of the ionosphere plays a considerable role in the loss of the atmosphere of Mars.

These missions predated Mars Express (MEX), which provided substantial datasets from the Mars Radio Science Experiment (MaRS) and the Sub-Surface Sounding Radar Altimeter (MARSIS). \cite{Kopf2008} observed transient ion layers in the martian ionosphere (see Figure 1.1). These layers may be related to the “dynamo current,” a phenomena that \cite{Riousset2013} and others sought to understand and one that this work seeks to build upon. Mars Express datasets along with the electron density profiles provided by the Mars Global Surveyor (MGS) radio occultation experiment \cite{Hinson1999, Withers2009} allowed new studies of the different processes causing variability of the ionosphere.

\cite{Fillingim2010} examined the electrodynamics of the dynamo region of the ionosphere, an environment where electrons are guided by gyromotions around magnetic field lines while ion motions are driven by collisions. They estimated this region to lie approximately between 110 and 160 km altitude, and showed that non-uniform density profiles and the presence of neutral winds can lead to formation of electric current. \cite{Fox2004} further established that ion-neutral collisions may be a driving factor in the lower ionosphere of Mars between 100 and 200 km. \cite{Withers2008} predicted that currents of on the order of \( 10^{-8} \, \text{A}/\text{m}^2 \) are likely to form within the dynamo region in the presence of 50 nT background fields. In a subsequent study \cite{Fillingim2012} demonstrated that magnetic perturbations resulting from the conduction currents could be detected by the Mars Atmosphere and Volatile EvolutioN (MAVEN) mission, which inserted into its orbit on September 22, 2014.

MAVEN is the first spacecraft devoted to studying the Mars upper atmosphere and ionosphere, its interactions with the Sun and solar wind, and the subsequent escape of atmospheric gases to space \cite[e.g.,][]{Jakosky2015}. The study by \cite{Bougher2014} revealed that the early findings of the MAVEN deep dip campaign confirmed that ionospheric structure is closely tied not only to the crustal fields, but also to ion neutral chemical processes and the solar wind. \cite{Romanelli2018} showed that the
interaction of the solar wind with the crustal magnetic fields constantly modify the intrinsic field properties, leading to a highly dynamic magnetic field topology. Brain et al. [2015] used MAVEN data to map outgoing and incoming planetary ion fluxes, and show that there exists net escape of planetary ions on the nightside. Interestingly, they show that planetary ions travel toward the planet in the southern hemisphere on the dayside. Numerical modeling by Dong et al. [2018] accurately reproduce these loss estimates. In addition, they conclude that the photochemical loss of atomic hot oxygen dominates over the total ion loss at the current epoch while the atmospheric ion loss is likely much more important at ancient times.

The dynamo is a region where electrons are magnetized and ions are not. We refer to a magnetized particle as an electron or as a singly ionized species of oxygen molecule $\text{O}_2^+$, oxygen atom $\text{CO}_2^+$, or carbon dioxide $\text{O}^+$ with a gyropath that is not
notably disturbed by collisions with other charged or neutral species. The upper and lower ranges of this region on Mars are usually between 100 and 400 km depending on the values of the local magnetic field and the electron, ion, and neutral densities. The altitude ranges can be estimated by comparing the gyrofrequencies of $\text{O}_2^+$ (the dominant ion) and electrons to their respective collision frequencies with $\text{CO}_2$ (the most abundant neutral).

The gyrofrequency $\Omega_\alpha$ for a singly charged species $\alpha$ is given by its standard definition: $\Omega_\alpha = \frac{eB}{m_\alpha}$, where $e$ and $m_\alpha$ are the elementary charge and the mass of the particle $\alpha$, respectively. On the other hand, the electron-$\text{CO}_2$ and $\text{O}_2^+$-$\text{CO}_2$ collision frequencies $\nu$ depend on altitude and are given as a function of the temperatures of electrons, ions, and neutrals. Specifically, electrons are expected to be mostly demagnetized below the altitude defined by $\Omega_e = \nu_{e-\text{CO}_2}$, and magnetized above. Similarly, $\text{O}_2^+$ ions are expected to be magnetized above the altitude where their cyclotron frequency $\Omega_{\text{O}_2^+}$ is equal to their collision frequency with $\text{CO}_2$ and demagnetized below. Together, these two altitudes form the \textit{a priori} upper and lower boundaries of the dynamo region as summarized in Table 1.1.

<table>
<thead>
<tr>
<th>$z$</th>
<th>$\nu_{\text{O}_2^+-\text{CO}<em>2} &lt; \Omega</em>{\text{CO}_2}$</th>
<th>Magnetized ions.</th>
<th>No dynamo current</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z \geq 200$ km</td>
<td>$\nu_{e-\text{CO}_2} &lt; \Omega_e$</td>
<td>Magnetized electrons.</td>
<td></td>
</tr>
<tr>
<td>$125$ km $\leq z \leq 200$ km</td>
<td>$\nu_{\text{O}_2^+-\text{CO}<em>2} &lt; \Omega</em>{\text{CO}_2}$</td>
<td>Demagnetized ions.</td>
<td>Dynamo current</td>
</tr>
<tr>
<td>$z \leq 125$ km</td>
<td>$\nu_{e-\text{CO}_2} \geq \Omega_e$</td>
<td>Magnetized electrons.</td>
<td>No differential current.</td>
</tr>
</tbody>
</table>

Table 1.1: Driving factors of charged particle dynamics in the Martian ionosphere.

The work in this paper revolves around the role of electrodynamics in the dynamo region and how they influence ion escape. Riousset \textit{et al.} [2013] introduce the Martian Multifluid Magnetohydrodynamic Model (M$^4$), using uniform magnetic field geometries to validate the model and to demonstrate the formation of the dynamo currents between altitudes of 100 and 200 km. In addition, they show that the currents depend on the strength of the crustal fields as well as the neutral wind speeds. Uniform fields are an obvious over simplification of the crustal fields, which in reality are much more complex. Langlais \textit{et al.} [2004] demonstrated that the crustal field
Figure 1.4: Estimated altitudes of the dynamo region for uniform, upward magnetic fields of magnitude 20 nT and 2000 nT. The upper boundary is estimated by comparing the gyrofrequency of the most abundant ion ($\Omega_{O^+}$) to the collision frequency of $O^+$ with CO$_2$, the most abundant neutral (denoted by $\nu_{O^+-CO_2}$). The lower boundary is estimated by comparing the gyrofrequency of electrons ($\Omega_e$) to the collision frequency of electrons with CO$_2$ (denoted by $\nu_{e-CO_2}$). Estimated dynamo region highlighted in red.
can be effectively modeled by buried dipoles below the surface, adequately reproducing the observations of MGS at 400 km altitudes. The model in this thesis uses a similar strategy of buried dipoles on a regional scale (first implemented by Riousset et al. [2014]) to investigate the dynamics of the dynamo region, and to conclude that strongly magnetized regions are likely to shield the local atmosphere and alter the motions of charged particles from the lower to the upper atmosphere.

The composition of the upper atmosphere and ionosphere of Mars is highly variable on the day and night side and an understanding of the role of chemistry in this region is needed to determine ion, electron, and neutral distributions. The study of volatile escape processes is the subject of active investigation as to how Mars lost most of its atmosphere throughout its history. The hybrid photochemical model of Böswetter et al. [2010] analyzes ion loss rates of Mars many billions of years ago when solar activity was substantially higher and found that the level of ionization was sufficient to lead to substantial loss of atmosphere. Krasnopolsky [2002] perform investigations of Martian chemistry using a one dimensional chemical model to provide dissociative reaction rates used in this work. Together with others, these works help form the basis of the chemistry scheme developed in this paper.

The model described in this work (M$^4$) differs from several other MHD and MF-MHD models used at Mars in that it simulates collisions between electrons, ions, and neutrals. This makes the use of an approximate conductivity/resistivity redundant. Collisional interactions are able to generate currents, electric fields, and magnetic perturbations in the dynamo region but are not included in many existing models such as Haider et al.’s [1992] photochemical model, Bougher et al.’s [2009] global circulation model, Ledvina et al.’s [2008] semikinetic hybrid models, and Ma et al.’s [2004] single fluid, multispecies MHD model. Najib et al. [2011] introduced a collisional multifluid MHD model accounting for collisions between ion-neutrals and ion-ions as well as chemistry on a planetary scale. This approximation dampens out the conditions for forming the dynamo region’s upper boundary and may result in upper boundary altitudes beyond 250 km [e.g., Riousset et al., 2014].
1.2 Organization of the thesis

Chapter 1 began our discussion by reviewing previous studies of the Martian magnetic field and atmosphere followed by efforts to model the complex dynamics of its ionosphere. Chapter 2 begins by introducing the \( M^4 \) model and profiles used to determine initial conditions. The chemistry scheme to be used is then shown, followed by numerical methods used to simulate the model. Chapter 3 is where the analytical solutions for the chemical model are formulated and then tested to validate the scheme. Chapter 4 discusses the findings of this work will be performed by examining how the new chemistry scheme compares to previous work.

1.3 Scientific contributions

This work makes several contributions to the fields of magnetohydrodynamic modeling and specifically to the modeling of the Martian atmosphere, which can be summarized as follows:

1. A chemistry scheme is formulated to be used in a collisional multifluid magnetohydrodynamic model applied to the Martian ionosphere.

2. That scheme is then implemented into the conservation of mass, momentum, and energy density equations as well as the generalized Ohm’s law of the \( M^4 \) model.

3. The chemical source and loss terms are tested and validated by deriving analytical solutions to the conservation equations, and comparing those with numerical solutions of simulations.

4. The effects of chemistry on ion population densities and the atmospheric dynamo current strength and altitude range are analyzed and discussed.

This work has been disseminated in the form of a poster presentation at the American Geophysical Union 2017 meeting in New Orleans, LA.
Chapter 2

Model Formulation

The purpose of this chapter is to formulate the model used in this thesis. The first section describes the \( M^4 \) model. The second section describes the profile, boundary conditions, and numerical methods used by this model. The third section introduces and describes how the chemistry scheme is implemented into the model. Finally, a discussion summarizes the findings of this chapter.

2.1 Mars Multifluid Magnetohydrodynamic Model (\( M^4 \))

This section describes the formulation of the model used in this work through the development of conservation laws along with Maxwell’s equations.

MF-MHD equations

This work is based on the existing \( M^4 \) model. It has already been developed and applied effectively to study the interactions between neutral winds, the local Martian ionosphere, and crustal fields \cite{Riousset et al., 2013; 2014}. Our plasma dynamics model employ the classic conservation laws derived from the collisional Boltzmann equation: matter (2.1), momentum (2.2), and pressure/energy density (2.3), and calculates them separately for each ion species. The subscript \( i \) denotes the ions, etc.
the electrons, and \( n \) the neutrals. The variable \( \vec{u} \) is the ion/electron/neutral fluid velocity, \( p \) denotes the pressure, \( e \) the elementary charge, \( m \) the mass, and \( n \) the number density. The vectors \( \vec{E} \) and \( \vec{B} \) represent the electric and magnetic fields, respectively, and \( \vec{J} \) stands for the current density. The fluid equations for the original M^4 model are given by [e.g., Riousset et al., 2013]:

\[
\frac{\partial n_i}{\partial t} = -\nabla \cdot (n_i \vec{u}_i) \tag{2.1}
\]

\[
\frac{\partial \vec{u}_i}{\partial t} = -(\vec{u}_i \cdot \nabla) \vec{u}_i + \frac{e}{m_i} \left( \vec{E} + \vec{u}_i \times \vec{B} \right) - \frac{\nabla p_i}{m_i n_i} - \frac{g_M}{\left(1 + \frac{z}{R_M}\right)^2} + \sum_{\beta} \nu_{i,\beta} (\vec{u}_\beta - \vec{u}_i) \tag{2.2}
\]

\[
\frac{\partial p_i}{\partial t} = -\gamma_i \nabla \cdot (p_i \vec{u}_i) + (\gamma_i - 1) \vec{u}_i \cdot \nabla p_i \tag{2.3}
\]

The variable \( z \) is the altitude in km, \( t \) is elapsed time, and \( \nabla \vec{r} \) is the spatial gradient, present in all conservation equations. The constant \( g_M \) is the acceleration due to gravity on Mars, \( R_M \) is the radius of Mars (3389 km), and \( \gamma \) the specific heat ratio of neutrals and ions. Elastic collisions between neutrals, ions, and electrons are represented by collision rates, denoted by \( \nu_{\alpha,\beta} \), and given in Table 2.1. The model does not yet account for inelastic conditions or heat exchange. The addition of chemistry is done as part of this work and is addressed specifically in Section 2.2. Electrons are treated as a fluid, their dynamics driven by the plasma approximation (2.4), the conduction current definition (2.5), and the adiabatic equation of state (2.6):

\[
n_e = \sum_i n_i \tag{2.4}
\]

\[
\vec{u}_e = \sum_i \frac{q_i m_i}{q_e n_e} \vec{u}_i - \frac{\vec{J}}{q_e n_e} \tag{2.5}
\]

\[
\frac{\partial p_e}{\partial t} = -\gamma_e \nabla \cdot (p_e \vec{u}_e) + (\gamma_e - 1) \vec{u}_e \cdot \nabla p_e \tag{2.6}
\]
Table 2.1: Collision rates [Schunk and Nagy, 2000, pp. 96–99]. Rates denoted by \( \nu \), units in s\(^{-1}\).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \nu_{\alpha \rightarrow \text{CO}_2} )</th>
<th>( \nu_{\alpha \rightarrow \text{O}} )</th>
<th>( \nu_{\alpha \rightarrow \text{O}_2^+} )</th>
<th>( \nu_{\alpha \rightarrow \text{CO}_2^+} )</th>
<th>( \nu_{\alpha \rightarrow \text{O}^+} )</th>
<th>( \nu_{\alpha \rightarrow e} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{O}_2^+ )</td>
<td>( 5.63 \times 10^{-10} n_{\text{CO}_2} )</td>
<td>( 2.31 \times 10^{-10} n_{\text{O}} )</td>
<td>( 0.16 \frac{n_{\text{O}<em>2^+}}{T</em>{\text{O}_2^+}^{3/2}} )</td>
<td>( 0.17 \frac{n_{\text{O}<em>2^+}}{T</em>{\text{CO}_2^+}^{3/2}} )</td>
<td>( 0.13 \frac{n_{\text{O}^+}}{T_{\text{O}^+}^{3/2}} )</td>
<td>-</td>
</tr>
<tr>
<td>( \text{CO}_2^+ )</td>
<td>( 2.85 \times 10^{-11} n_{\text{CO}_2} T_r^{0.5} (1 - 0.083 \log(T_r)) ) ( T_r &gt; 850 \text{ K} )</td>
<td>( 1.76 \times 10^{-10} n_{\text{O}} )</td>
<td>( 0.12 \frac{n_{\text{O}<em>2^+}}{T</em>{\text{O}_2^+}^{3/2}} )</td>
<td>( 0.14 \frac{n_{\text{CO}<em>2^+}}{T</em>{\text{CO}_2^+}^{3/2}} )</td>
<td>( 0.10 \frac{n_{\text{O}^+}}{T_{\text{O}^+}^{3/2}} )</td>
<td>-</td>
</tr>
<tr>
<td>( \text{O}^+ )</td>
<td>( 8.95 \times 10^{-10} n_{\text{CO}_2} )</td>
<td>( 3.67 \times 10^{-11} n_{\text{O}} T_r^{0.5} (1 - 0.064 \log(T_r)) ) ( T_r &gt; 235 \text{ K} )</td>
<td>( 0.26 \frac{n_{\text{O}<em>2^+}}{T</em>{\text{O}_2^+}^{3/2}} )</td>
<td>( 0.27 \frac{n_{\text{CO}<em>2^+}}{T</em>{\text{CO}_2^+}^{3/2}} )</td>
<td>( 0.22 \frac{n_{\text{O}^+}}{T_{\text{O}^+}^{3/2}} )</td>
<td>-</td>
</tr>
<tr>
<td>( e )</td>
<td>( 3.68 \times 10^{-8} n_{\text{CO}_2} (1 + 4.1 \times 10^{-11}</td>
<td>4500 - T_e</td>
<td>^{2.98}) ) ( 8.9 \times 10^{-11} n_{\text{O}} (1 + 5.7 \times 10^{-4} T_e) T_e^{3.5} )</td>
<td>( 54.5 \frac{n_{\text{O}<em>2^+}}{T</em>{\text{O}_2^+}^{3/2}} )</td>
<td>( 54.5 \frac{n_{\text{CO}<em>2^+}}{T</em>{\text{CO}_2^+}^{3/2}} )</td>
<td>( 54.5 \frac{n_{\text{O}^+}}{T_{\text{O}^+}^{3/2}} )</td>
</tr>
</tbody>
</table>

\[ T_r = \frac{T_i + T_n}{2} \]
Prior to this work, no chemistry scheme had been implemented into \( M^4 \). The plasma current is obtained from Ampère’s law (2.7), where the displacement current is neglected by the Darwin approximation (i.e., the gyrofrequency remains consistently smaller than the plasma frequency). On the other hand, the electric and magnetic fields are obtained from the generalized Ohm’s law (2.9) and Faraday’s law (2.8). The electrodynamic description is then:

\[
\vec{J} = \frac{\nabla \times \vec{B}}{\mu_0} \tag{2.7}
\]

\[
\frac{\partial \vec{B}}{\partial t} = -\nabla \times \vec{E} \tag{2.8}
\]

\[
\vec{E} = -\sum_i \frac{q_in_i}{q_en_e} \vec{u}_i \times \vec{B} + \frac{\vec{J} \times \vec{B}}{q_en_e} - \frac{\nabla \vec{p}_e}{q_e} + \frac{m_e}{q_e} \sum_n \nu_{n-e} (\vec{u}_n - \vec{u}_e) + \frac{m_e}{q_e} \sum_i \nu_{i-e} (\vec{u}_i - \vec{u}_e) \tag{2.9}
\]

The \( \vec{J} \times \vec{B} \) and \( \nu_{-\beta} \) terms in Equation (2.9) define \( M^4 \) as being a Hall, resistive, multifluid model. Riousset et al. [2013] assume that collisions are elastic and therefore only change the momentum of ions (2.2) and Ohm’s law (2.9), and do not affect the conservation of energy (2.3), (2.6), or the continuity equation (2.1):

\[
\frac{\partial \vec{u}_i}{\partial t} + \vec{u}_i \cdot \nabla \vec{u}_i = \frac{q_i}{m_i} (\vec{E} + \vec{u}_i \times \vec{B}) - \frac{\nabla \vec{p}_i}{m_i n_i} + \frac{\vec{g}_M}{(1 + \frac{z_i}{\rho_i})^2} - \sum_{\beta} \nu_{\alpha,\beta} (\vec{u}_i - \vec{u}_\beta)
\]

The collision frequencies of momentum transfer \( \nu_{\alpha,\beta} \) between ions, electrons and all other particles \( \beta \) that can collide with it are shown in Table 2.1. Next, we discuss how to solve this system of equations.
2.2 Initial profiles, boundary conditions, and numerical methods

In order to predict the evolution of a system, one needs to define the starting state of the system through initial conditions, or profiles. Furthermore, one must define a set of boundary conditions so that the system can be constrained. Equations (2.1)–(2.9) represent a system of partial differential equations, and cannot be solved analytically. Therefore, a numerical scheme is needed to predict its evolution. Numerical schemes for predicting the behavior of physical systems can become unstable and produce nonphysical behavior if the length of its time step is not constrained in accordance with the highest velocities in the system. All of these are discussed in this section.

2.2.1 Profiles

Neutral density profiles (Figure 2.1b) are provided by the Mars Climate Database [e.g., Lewis et al., 1999]. In order to initialize the density profiles of the ion species (Figure 2.1a), the relative fraction of each ion is used at each altitude \( z \) given by the Viking I measurements [e.g., Hanson et al., 1977]. Those profiles, as well as the electron number density profile from [Lillis et al., 2009], are used to build the density profiles in panel (a) used by the model. Approximations of ion densities above 300 km are obtained by fitting [Chapman, 1931] functions to the data. Temperature profiles (Figure 2.1c) are built using input from Lillis et al. [2009]. The pressure for each species \( \alpha \) (Figure 2.1d) is calculated as \( p_\alpha = n_\alpha k_B T_\alpha \), where \( k_B \) is the Boltzmann constant.

Model remnant fields are achieved by placing upward directed magnetic dipole(s) with a magnetic moment of \( \mu = 10^{16} \text{ A} \cdot \text{m}^2 \) buried 20 km below the surface. This method is consistent with the work done by Purucker et al. [2000] and Langlais et al. [2004]. On Mars examples of isolated cusps can be seen at (15°N, 15°E) and (10°S, 110°E) and multiple cusps positioned closely together can produce an analog to Terra Sirenum magnetic topology, as evidenced by Connerney et al. [1999] and shown in Figure 1.2. Crustal magnetization is frequently organized in East-West trending linear
Figure 2.1: Initial profiles used for simulations of the current model [Riousset et al., 2013]. Neutral density profiles in panel (b) are provided by the Mars Climate Database [e.g., Lewis et al., 1999]. The relative fraction of each ion at each altitude \( z \) given by the Viking I measurements [e.g., Hanson et al., 1977]. Those profiles, as well as the electron number density profile from [Lillis et al., 2009], are used to build density profiles in panel (a). Approximations of ion densities above 300 km are obtained by fitting [Chapman, 1931] functions to the data. Temperature profiles in panel (c) are built using input from Lillis et al. [2009]. The pressure for each species \( \alpha \) in panel (d) are calculated as \( p_\alpha=n_\alpha k_B T_\alpha \).

features, the longest extending over 2000 kilometers.

Relatively simple boundary conditions can be used without significantly influencing processes in the region of interest. Therefore, simple Neumann (null flux) boundary conditions are used for all variables:

\[
\frac{\partial f}{\partial n} = 0
\]  

(2.10)
where \( f = \vec{u}_i, n_i, p_i, p_e, \) and \( \vec{B} \), and \( \hat{n} \) is the direction normal to the boundary. Specifically, the value of a variable in a boundary cell is carried from the nearest cell along the direction \(-\hat{n}\), effectively leading to a null flux at the boundaries. The same boundary conditions are used for \( n_e, \vec{u}_e, \vec{E}, \) and \( \vec{J} \). This is consistent (even redundant) with Equations (2.5), (2.6), (2.7), and (2.9). However, the presence of the curl operator in (2.7) and (2.9) makes it impractical to explicitly calculate the boundary values of \( \vec{J}, \vec{E} \), and subsequently \( \vec{u}_e \) from (2.7), (2.9), and (2.5). \cite{Riousset2013} establish that more complex boundary conditions lead to similar results when conclusions are drawn after about 5–10 s. Longer time spans than this may result in non-physical results from the reflection of Alfvèn waves off of the domain boundaries.

### 2.2.2 Discretization and time stepping (CFL conditions)

Equations (2.1)–(2.9) represent a system of partial differential equations, and cannot be solved analytically. Therefore, a numerical scheme is needed to predict its evolution. The convoluted magnetic field makes it necessary to employ a 3-D approach. The system of Equations (2.1)–(2.9) is discretized using a centered difference scheme \cite[e.g., Gilat, 2013, Table 8.1]{Gilat2013}. An iterative fourth order, ten-stage Runge-Kutta method is used to solve the temporal dependence of the model. The time step is recalculated after each iteration to satisfy the Courant-Friedrich-Lewy (CFL) conditions \cite[e.g., Courant, Friedrichs, and Lewy, 1967]{Courant1967}. In order to avoid nonphysical effects of the magnetohydrodynamic flow, the CFL condition must be met for the hydrodynamical flow of ions and electrons. Each individual species is treated separately for the determination of a CFL criterion. The ion fluid velocity is used to find the critical time step for each ion:

\[
\delta t_i^{cr} = \min \left( \frac{\delta x}{\max(|u_{ix}|)}, \frac{\delta x}{\max(|u_{iy}|)}, \frac{\delta x}{\max(|u_{iz}|)} \right) \tag{2.11}
\]

A similar method is adopted to find the critical time step for electrons:

\[
\delta t_e^{cr} = \min \left( \frac{\delta x}{\max(|u_{ex}|)}, \frac{\delta x}{\max(|u_{ey}|)}, \frac{\delta x}{\max(|u_{ez}|)} \right) \tag{2.12}
\]
we then compare the critical time step of ions and electrons take the minimum:

\[
\delta t_{\text{CFL}} = \min \left( \delta t_{\text{cr}}^i, \delta t_{\text{cr}}^e \right)
\]  

(2.13)

then the time step is updated after each iteration:

\[
\delta t = C \delta t_{\text{CFL}}
\]  

(2.14)

\(C\) is a safety coefficient, chosen to be 0.1 for this study. Typically, \(\delta t \lesssim 1\) ms throughout the simulation. Such a small time step requires many iterations, so the solver is parallelized using the MPI library with the help of the Portable, Extensible Toolkit for Scientific computation (PETSc) \[Balay et al., 2018\]. Next, we formulate the contributions to the model as part of this thesis.

\section*{2.3 Chemistry module}

Previous modeling efforts have incorporated chemistry, but often have focused on a planetary scale to observe broader effects of the solar wind interaction with Mars. The multifluid magnetohydrodynamic model of \textcite{Najib et al., 2011} incorporates a chemistry scheme similar to the one in this work, but accounts only for ion-neutral and ion-ion collisions. \textcite{Ma et al., 2004} uses chemistry in a multispecies MHD model, but assumes a single fluid and only accounts for ion-neutral collisions. These works account for effects on a planetary scale, dampening out conditions for the formation of the dynamo. It has been shown that accounting for chemistry can have noticeable affects on ion density distributions. It is worth examining the effects on the dynamo region using the updated version of \textsc{M4}, as it could change the structure and altitude range of the dynamo region due to the abundance of \(\text{O}^+\), \(\text{O}_2^+\), \(\text{CO}_2^+\), \(\text{CO}_2\), and \(\text{O}_2\).

\subsection*{2.3.1 Chemical reaction rates}

Chemical reactions in an atmosphere can be represented using rates similar to collision frequencies of momentum transfer between neutrals (\(\text{CO}_2\) and \(\text{O}\)), ions (\(\text{O}_2^+\), \(\text{CO}_2^+\),
and \( O^+ \)), and electrons. For simplicity, we call these “chemical collision frequencies” or rates; consider an example of the rate of production and destruction of \( O_2^+ \):

\[
\frac{dn_{O_2^+}}{dt} = k_8 n_{CO_2^+} n_O + k_{10} n_O+ n_{CO_2} - k_5 n_e n_{O_2^+} \\
= \nu_{O\rightarrow O_2^+}^S n_O + \nu_{CO_2\rightarrow O_2^+}^S n_{CO_2} - \nu_{O_2^+}^L n_{O_2^+},
\]

where \( k \) are reaction rates summarized in Table 2.2, 2.3, and 2.4. One can write the source term as a sum of the reactions where neutrals become ions:

\[
\frac{dn_{O_2^+}}{dt} = \sum_n \nu_{n\rightarrow O_2^+}^S n_n - \nu_{O_2^+}^L n_{O_2^+}
\]

More generally, we can write this equation for any species \( \alpha \):

\[
\frac{dn_{\alpha}}{dt} = \sum_n \nu_{n\rightarrow \alpha}^S n_n - \nu_{\alpha}^L n_{\alpha}
\]

This is in fact the continuity equation (2.1), but the method of calculating the source (\( \nu^S \)) and loss (\( \nu^L \)) rates is the same for all cases. The chemical collision frequencies are summarized in Tables 2.2, 2.3, and 2.4. Here we examined the rate of production of species, but the source rates \( \nu_{n\rightarrow \alpha}^S \) and loss rates \( \nu_{\alpha}^L \) also contribute to the conservation of momentum and energy equations.

### 2.3.2 Modified equations

From the collision term in the generalized Boltzmann equation (details in Appendix A), the chemistry source and loss terms appear in all of the conservation equations (2.1), (2.2), (2.3), (2.6), as well as in the generalized Ohm’s law (2.9). In the new set of equations (2.15)–(2.19), the green terms (\( \nu^S \)) are sources, while the red terms (\( \nu^L \)) are sinks:

\[
\frac{\partial n_i}{\partial t} = -\nabla \cdot (n_i \vec{u}_i) + \sum_n \nu_{n\rightarrow i}^S n_n - \nu_{i}^L n_i
\]  

(2.15)
\[
\frac{\partial \vec{u}_i}{\partial t} = -\vec{u}_i \cdot \nabla \vec{u}_i + \frac{q_i}{m_i} \left( \vec{E} + \vec{u}_i \times \vec{B} \right) - \frac{\nabla p_i}{m_i n_i} - \frac{g_{M \dot{z}}}{a_0} \left( 1 + \frac{z}{R_{\text{M}}} \right)^2
\] 
\[+ \sum_n \nu_{n \rightarrow i}^S n_n \frac{n_i}{m_i} (\vec{u}_n - \vec{u}_i) + \sum_{\beta} \nu_{i, \beta} (\vec{u}_\beta - \vec{u}_i) \]  
\[= -\gamma_i \nabla \cdot (p_i \vec{u}_i) + (\gamma_i - 1) \vec{u}_i \cdot \nabla p_i + \sum_n \nu_{n \rightarrow i}^S \frac{m_i}{m_n} \frac{\gamma_i - 1}{\gamma_n - 1} p_n
\]

\[
\frac{\partial p_i}{\partial t} = -\gamma_i \nabla \cdot (p_i \vec{u}_i) + (\gamma_i - 1) \vec{u}_i \cdot \nabla p_i + \sum_n \nu_{n \rightarrow i}^S \frac{m_i}{m_n} \frac{\gamma_i - 1}{\gamma_n - 1} p_n
\]

\[+ \nu_{i, \beta}^L p_i + (\gamma_i - 1) \sum_n \nu_{n \rightarrow i}^S \frac{m_i}{m_n} \frac{\gamma_i - 1}{\gamma_n - 1} p_n \]  
\]

\[
\frac{\partial p_e}{\partial t} = -\gamma_e \nabla \cdot (p_e \vec{u}_e) + (\gamma_e - 1) \vec{u}_e \cdot \nabla p_e + \sum_n \nu_{n \rightarrow e}^S \frac{m_e}{m_n} \frac{\gamma_e - 1}{\gamma_n - 1} p_n
\]

\[+ \nu_{e, \beta}^L p_e + (\gamma_e - 1) \sum_n \nu_{n \rightarrow e}^S \frac{m_e}{m_n} \frac{\gamma_e - 1}{\gamma_n - 1} p_n \]  
\]

\[
\vec{E} = -\sum_i \frac{q_i n_i}{q_e n_e} \vec{u}_i \times \vec{B} + \frac{\vec{J} \times \vec{B}}{q_e n_e} - \frac{\nabla p_e}{q_e n_e} + \frac{m_e}{q_e} \sum_n \nu_{n \rightarrow e}^S (\vec{u}_n - \vec{u}_e)
\]

\[+ \frac{m_e}{q_e} \sum_n \nu_{n \rightarrow e} (\vec{u}_n - \vec{u}_e) + \frac{m_e}{q_e} \sum_i \nu_{i \rightarrow e} (\vec{u}_i - \vec{u}_e) \]  
\]

\[2.4 \quad \text{Discussion} \]

The M\(^4\) model accounts for collisions for both electrons and ions (O\(^+_2\), CO\(^+_2\), O\(^+\)) with neutrals (O, CO\(_2\)) in a multifluid MHD formulation. Planetary and solar wind H\(^+\) are neglected for now due to very low densities below 300 km [e.g., Ma et al., 2004], but future plans include expanding the upper domain boundary to study ion loss, which will necessitate the inclusion of H\(^+\). In M\(^4\), ions are treated as individual, yet coupled fluids with conservation laws and equations of state for density, momentum, and pressure. Electron dynamics are obtained from the current density and the plasma approximation as well as the equation of state. The electric field, magnetic field, and current density are obtained from Maxwell-Faraday’s, Maxwell-Ampère’s, and
generalized Ohm’s law. The collision terms appear in the generalized Ohm’s law and in the momentum conservation equations, and are the driving force of the formation of the dynamo currents.

In the conservation of ion momentum (2.16), one can see that the sink term does not appear explicitly. However, it can be seen that Equation (2.16) is coupled to Equations (2.15) and (2.17). Specifically, the variables \( n_i \) and \( p_i \) are present in (2.16), which means that the chemistry loss terms indirectly impact the conservation of momentum. Similarly in the generalized Ohm’s law (2.19) the sink term is not present, but (2.19) is coupled to Equation (2.18) through the term \( p_e \). This means that chemistry loss terms do, in fact, affect Ohm’s law. One can take this a step further and see that since the electric field is present in Faraday’s law, which in turn affects Ampère’s law. For now, heat transfer from inelastic collisions are neglected in the conservation of energy equations.

A detailed description of the normalization, or definition of the normalized plasma, is given in Appendix A. Instead of normalizing the plasma depending on one of our three ion fluids, time and length scales in our system are based off of electron parameters. Time scales are defined by the electron gyroperiod. Length scales are based off of the plasma skin depth (also called electron inertial length).

The model inputs assume a constant background neutral profile for CO\(_2\) and O. However, the neutrals are many orders of magnitude larger than the ions in all regions of concern. Therefore, it is reasonable to assume that their concentration would never change enough to make a meaningful impact on simulations. For now it is assumed that the thermal velocity is much greater than kinetic velocities, leading to the temperature profiles being constant.

Photoionization rates \( \nu_1 \) and \( \nu_3 \) in Table 2.2 are taken from [Böswetter et al., 2010] at an EUV index of 1. Itikawa [2002, Table 2.2] provides the electron-impact ionization rate of CO\(_2\) through modeling of the cross sections of electron collisions with CO\(_2\), denoted by \( \nu_{e-2e}^{CO_2} \). Lieberman and Lichtenberg [2005, Table 8.2] provide the electron-impact ionization rate for O. Schunk and Nagy [2000], Tables 8.3, 8.4, 8.5 provide rates for dissociation and recombination as well as ion-neutral chemistry. Now that the scheme is implemented into the model, it needs to be tested and validated.
As shown in Table 2.2, the importance of electron-impact ionization is proportional to the temperature of electrons. In fact, this reaction proves to be of limited importance for secondary electrons in the ionosphere, whose temperatures do not exceed 4000 K. However, solar wind electrons can reach these temperatures, and their impact could be noticeable under the right conditions. Rates from [Bößwetter et al., 2010] given in Table 2.2 are available for indexes up to 100 (an extreme case) for photoionization reactions. During intense solar activity, the rates can be up to two orders of magnitude larger. For studies of the early history of Mars, these higher EUV indexes would be more realistic as shown in [Bößwetter et al., 2010].

The chemistry scheme has been introduced and implemented into the model, steps must be taken to ensure that the additions are working correctly. Analytical solutions must be developed and tested against the behavior of the model. This will be the subject of the next chapter.
Table 2.2: Photoionization and electron-impact ionization.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rates (cm³/s)</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{CO}_2 + h\nu \longrightarrow \text{CO}_2^+ + e )</td>
<td>( \nu_1 = 5.0 \times 10^{-7} \text{ (s}^{-1}) )</td>
<td>[Bößwetter et al., 2010, 1 EUV]</td>
</tr>
<tr>
<td>( \text{CO}_2 + e \longrightarrow \text{CO}_2^+ + e + e )</td>
<td>( k_2 = \nu_{e-2e}^\text{CO}_2 \sqrt{2k_B T_e \over m_e} )</td>
<td>[Itikawa, 2002]</td>
</tr>
<tr>
<td>( \text{O} + h\nu \longrightarrow \text{O}^+ + e )</td>
<td>( \nu_3 = 2.0 \times 10^{-7} \text{ (s}^{-1}) )</td>
<td>[Bößwetter et al., 2010, 1 EUV]</td>
</tr>
<tr>
<td>( \text{O} + e \longrightarrow \text{O}^+ + e + e )</td>
<td>( k_4 = 9.0 \times 10^{-9} T_e^{-1.38} T_e^{-13.8/T_e} )</td>
<td>[Lieberman and Lichtenberg, 2005, Table 8.2]</td>
</tr>
</tbody>
</table>

Table 2.3: Dissociative and radiative recombination.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rates (cm³/s)</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{O}_2^+ + e \longrightarrow \text{O} + \text{O} )</td>
<td>( k_5 = \begin{cases} 2.00 \times 10^{-7} \left( \frac{300}{T_e} \right)^{0.7} &amp; T_e &lt; 1200 \text{ K} \ 7.38 \times 10^{-8} \left( \frac{1200}{T_e} \right)^{0.56} &amp; T_e &gt; 1200 \text{ K} \end{cases} )</td>
<td>[Krasnopolsky, 2002]</td>
</tr>
<tr>
<td>( \text{CO}_2^+ + e \longrightarrow \text{CO} + \text{O} )</td>
<td>( k_6 = 4.2 \times 10^{-7} \left( \frac{300}{T_e} \right)^{0.75} )</td>
<td>[Schunk and Nagy, 2000, Table 8.3]</td>
</tr>
<tr>
<td>( \text{O}^+ + e \longrightarrow \text{O} + h\nu )</td>
<td>( k_7 = 3.7 \times 10^{-12} \left( \frac{250}{T_e} \right)^{0.7} )</td>
<td>[Schunk and Nagy, 2000, Table 8.4]</td>
</tr>
</tbody>
</table>

Table 2.4: Ion-neutral chemistry.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rates (cm³/s)</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{CO}_2^+ + \text{O} \longrightarrow \text{O}_2^+ + \text{CO} )</td>
<td>( k_8 = 1.64 \times 10^{-10} )</td>
<td>[Schunk and Nagy, 2000, Table 8.5]</td>
</tr>
<tr>
<td>( \text{CO}_2^+ + \text{O} \longrightarrow \text{O}^+ + \text{CO}_2 )</td>
<td>( k_9 = 9.6 \times 10^{-11} )</td>
<td>[Schunk and Nagy, 2000, Table 8.5]</td>
</tr>
<tr>
<td>( \text{O}^+ + \text{CO}_2 \longrightarrow \text{O}_2^+ + \text{CO} )</td>
<td>( k_{10} = 1.1 \times 10^{-9} )</td>
<td>[Schunk and Nagy, 2000, Table 8.5]</td>
</tr>
</tbody>
</table>
Chapter 3

Validation of Chemistry

The model introduced in section 2.2 was validated in Riousset et al. [2013, 2014]. In this chapter, the analytical solution for the newly implemented chemistry scheme will be developed for the conservation of mass and momentum equations, Equation (2.15) and (2.16). These analytical solutions will then be compared to numerical simulations for the ion-neutral chemistry in Table 2.4. Finally, the significance of these results will be discussed.

3.1 Validation of reaction rates

In this section, the source and loss terms in the conservation of mass (2.15) chemistry source and loss terms are tested and validated. An analytical solution is developed to predict the behavior of the system simplifying the environment, which is then compared to numerical simulation results.

3.1.1 Theoretical solution

Validating the chemistry scheme in the continuity equation is done by testing one chemical reaction at a time from Table 2.2, 2.3, and 2.4. In order to eliminate the advection term in Equation (2.15) and find an analytical solution, uniform ion and density and velocity/wind profiles are used. Only one chemical reaction in each
simulation run is toggled on/off to test individual chemistry rates. For example, if one takes the reaction $\text{O}^+ + \text{CO}_2 \rightarrow \text{O}_2^+ + \text{CO}$ from Table 2.4, the continuity equations (2.15) for $\text{O}^+$ and $\text{O}_2^+$ become ordinary differential equations and can be solved in a straightforward manner. One can obtain an analytical solution for the concentration/density of $\text{O}^+$, which is expected to decrease, as it is a reactant:

$$\frac{dn_{\text{O}^+}}{dt} = -k_{10}n_{\text{CO}_2}n_{\text{O}^+}$$

$$n_{\text{O}^+}(t) = n_{\text{O}^+,0}(e^{-\nu_{\text{O}^+}^L t})$$ (3.1)

where $n_{\text{O}^+}$ is the density of $\text{O}^+$ as a function of time, $n_{\text{O}^+,0}$ is the initial density of $\text{O}^+$ in the system. $\nu_{\text{O}^+}^L$ is the rate of loss calculated from the density of neutral CO$_2$ (taken as a constant background value) and the rate coefficient from Table 2.4. One can do the same for $\text{O}_2^+$, which is expected to increase, since it is a product of the reaction:

$$\frac{dn_{\text{O}_2^+}}{dt} = k_{10}n_{\text{CO}_2}n_{\text{O}^+}$$

$$n_{\text{O}_2^+}(t) = n_{\text{O}_2^+,0} + \nu_{\text{O}^+}^L n_{\text{O}^+,0}(e^{-\nu_{\text{O}^+}^L t})$$ (3.2)

We see that the concentration of $\text{O}_2^+$ depends not only on its own initial concentration, but also on the population of $\text{O}^+$. In this relationship, the concentration of $\text{O}_2^+$ is expected to continue increasing until there is no more $\text{O}^+$ left to solicit the reaction. There is a 1:1 relationship between the product and the reactant, so the final concentration of $\text{O}_2^+$ will asymptotically converge to the sum of the initial ion densities. These relations are described by the following equations:

$$n_{\text{O}^+,\text{final}} + n_{\text{O}_2^+,\text{final}} = n_{\text{O}^+,0} + n_{\text{O}_2^+,0}$$ (3.3)

$$n_{\text{O}^+,\text{final}} = 0$$ (3.4)
3.1.2 Numerical results

Testing results for the conservation of mass chemistry source and loss terms are shown in Figure 3.1. The three ion-neutral chemical reactions are tested from Table 2.4. Uniform neutral densities of $10^{15}$ m$^{-3}$ are used while initial ion densities are set three orders of magnitude lower, which is similar to actual composition in lower regions of the Martian ionosphere. Ion and electron temperatures are set to 1000 K. As a result of the uniform temperature and density profiles, the pressure is also uniform. Results are tracked at the center of $7 \times 7 \times 15$ simulation cells. Next, a validation of the chemistry source term in Equation (2.16) will be shown.
Figure 3.1: Testing results for the conservation of mass chemistry source and loss terms. Three ion-neutral chemical reactions are tested from Table 2.4. Neutral densities of $10^{15}$ m$^{-3}$ are used while initial ion densities are set three orders of magnitude lower, which is similar to actual composition in lower regions of the ionosphere. Results are tracked at the center of a $7 \times 7 \times 15$ domain.
3.2 Validation of response to neutral wind

In this section, the chemistry source term in the conservation of ion momentum (2.16) is tested and validated. An analytical solution is developed to predict the behavior of the system simplifying the environment, which is then compared to numerical simulation results.

3.2.1 Theoretical solution

Validating the chemistry source and loss terms in the momentum equation (2.2) is done by simplifying the system as much as possible so that the effects of chemistry can be analyzed. We note that there exists only a source term in the momentum equation since the loss term now appears through a loss of velocity (see Section A.2). The goal is to turn the complex partial differential equation into a simpler ordinary differential equation, which can be solved analytically. Uniform density and temperature profiles for ions and electrons are used, which means that the gradient pressure term goes to zero. No variation along \( z \) is assumed, and the gravitational effects are neglected. Furthermore, all collisions are neglected, so that the only perturbations come from chemistry. Ultimately, Equation (2.2) is reduced to:

\[
\frac{\partial \vec{u}_i}{\partial t} = -\vec{u}_i \cdot \nabla \vec{u}_i + \sum_n \nu_{n \rightarrow i} S_{n \rightarrow i} \frac{n_n}{n_i} (\vec{u}_n - \vec{u}_i)
\]

We provide a constant uniform neutral wind directed only in the \( x \) (North-South) direction, and an initial ion wind of zero in all directions. As the momentum equation evolves, the ion velocity will only possess a nonzero component in the \( x \) direction, and the advective term reduces to a linear spacial derivative, which is zero due to simplified isotropic and uniform ion wind conditions. Last, no magnetic field is introduced into the system, which leads to Equations (2.7)–(2.9) becoming zero. A one-dimensional ordinary differential equation is left:

\[
\frac{d u_{i,x}}{dt} = \sum_n \nu_{n \rightarrow i}^S \frac{n_n}{n_i} (u_{n,x} - u_{i,x})
\]
We further assume a zero initial ion wind in order to simplify the analytical solution:

\[ u_{i,x}(t) = u_{n,x} \left[ 1 - \exp \left( - \sum_n \nu_{n\rightarrow i}^S \frac{n_n t}{n_i} \right) \right] \]  

(3.5)

3.2.2 Numerical results

We adopted the same initial conditions in temperature, pressure, and density as in Section 3.1. As a result of the uniform temperature and density profiles, the pressure is also uniform. Initial ion wind/velocity is set to zero in all directions, while a constant uniform neutral wind of 10 m/s in the positive \( x \) (northern) direction is provided. Results are tracked at the center of a 7×7×15 domain. Next, we discuss the conclusions we can draw from the findings of this chapter.
Figure 3.2: Testing results for the conservation of momentum chemistry source terms. Three ion-neutral chemical reactions are tested from Table 2.4. Neutral densities of $10^{15}$ m$^{-3}$ are used while initial ion densities are set to $10^{12}$ m$^{-3}$. Initial ion wind/velocity is set to zero in all directions, while a constant uniform neutral wind of 12 m/s in the positive $x$ (northern) direction is provided. Results are tracked at the center of a $7\times7\times15$ domain.
3.3 Discussion

Reactions in Figures 3.1a and 3.1b appear to be considerably slower than in Figure 3.1c. However, in lower regions of the ionosphere between 100 and 200 km O is present in higher concentrations than CO$_2$ which can cause reactions involving O to occur on much faster timescales. Figure 3.1 shows that the simulations agree very well with the predicted steady state of the system given by Equation (3.3) and (3.4). The time that it takes the system to reach steady state is proportional to the chemical collision frequency, which varies depending on the reaction being considered.

The neutral wind velocity is treated as an input parameter by the model. For the sake of simplicity, we assume uniform initial wind velocity throughout the simulation domain. Equation (3.5) tells us that the ion wind will asymptotically converge to the neutral wind speed. Figure 3.2 shows that the simulations agree very well with the predicted steady state of the system, where the ion speed converges and eventually reaches the neutral wind speed. The time that it takes the system to reach steady state is inversely proportional to the chemical collision frequency, which vary depending on the reaction being considered. For these simulations, our chosen boundary conditions preserve the uniformity of the ion wind everywhere in the domain.

After the chemistry scheme has been tested and validated, we focus on the behavior of the model as compared to previous simulations performed by Rioussel et al. [2014] to establish the impact of chemistry on the Martian ionospheric dynamo currents.
Chapter 4

Effect of Chemistry in Dynamo Region

This chapter begins by observing the effect of chemistry on the ion density profile without any external magnetic or collisional effects. Then the effect of chemistry is examined with three cases investigated previously by Riousset et al. [2013, 2014]. First, a uniform vertical magnetic field will be introduced to the system along with a neutral wind. Next, a single dipole magnetic field will be placed in the center of the system while maintaining a neutral wind identical to the first case. In this chapter, the positive and negative $x$ direction signify North and South directions, while the positive and negative $y$ direction represents East and West, respectively.

4.1 Control run: Simulation with no magnetic field or wind

In Chapter 3 we examined the effect of individual chemical reactions without any variations in space. In this section, we discern if a steady state can be reached when the full chemistry scheme is used. Then we employ the density, temperature, and pressure profiles shown in Section 2.2.1. A magnetic field will not be employed, nor will a neutral or ion wind be introduced. This means that the problem is effectively
one dimensional in space.

4.1.1 Simulation setup

For the first simulation ran in this section, a simulation grid consisting of $7 \times 7 \times 15$ points is used. In the first, none of the profiles shown in Figure 2.1 are employed. Neutral densities are assumed to be $10^{15}$ m$^{-3}$ with ion densities of $10^{12}$ m$^{-3}$. Electron and ion temperatures are set to 1000 K, similar to Chapter 3. No magnetic field configuration is present, nor is there any neutral/ion wind given. No effects due to gravity are present, and due to the uniform temperature and density profiles, the pressure is also uniform. Therefore, there is no variation of any parameter along the $x$, $y$, or $z$ direction. Chemistry is activated to observe whether or not a steady state will be reached with the given parameters.

In the second simulation, a $200 \times 200 \times 300$ km grid is employed with a resolution of $\delta x = \delta y = 20$ km and $\delta z = 5$ km over an altitude range of 100–400 km. The initial profiles shown in Figure 2.1 are employed. However, no magnetic field is present, and no neutral/ion wind is given. There will be variations of density, temperature, and pressure along $z$. We also consider the effects of gravity. Essentially we seek to model a full atmosphere without any magnetic field or wind (i.e., collisional effects will be minimal). The system will only vary along the $z$ direction. Results will be shown for runs with and without the chemistry scheme turned on.

4.1.2 Results

Results for ion densities for the “one-dimensional” case with chemistry turned on are shown in Figure 4.1. It is seen that the system reaches a steady state after approximately 15 s. This time to reach steady state will be denoted as $\tau$, and results for future simulations will be drawn after times proportional to $\tau$. The species O$_2^+$ is the most abundant, followed by CO$_2^+$ and last by O$^+$. Simulation results of density profiles of all species utilizing complete profiles when chemistry is turned on/off are shown in Figures 4.2a and 4.2b, respectively. Results are plotted at 90 s ($6\tau$). No magnetic field or ion/neutral wind is provided and as a
Figure 4.1: Steady state results for chemistry. Electron and ion temperatures of 1000 K are used. Uniform neutral densities of $10^{15} \text{ m}^{-3}$ are used while initial uniform ion densities are set three orders of magnitude lower ($10^{12} \text{ m}^{-3}$).

result, collisional effects will be small. Figure 4.2a shows the results when chemistry is not utilized, and 4.2b shows the population distributions when chemistry is toggled on.

It should be noted that neutral densities are assumed to be constant in the background when the chemistry scheme is activated. As seen in Figure 2.1, neutral (O, CO$_2$) densities are 3+ orders of magnitude larger than ion densities throughout the ionosphere. Knowing this, it is assumed that any changes in neutral populations as compared to ions due to chemistry are negligible.
4.1.3 Discussion

In Figure 4.2, there are substantial differences when the chemistry scheme is turned on in Figure 4.2b as compared to when the scheme is not utilized in Figure 4.2a. First, the concentration of $O^+$ is similar down to $\sim 250$ km altitude; below this, there is another region of $O^+$ seen, with densities higher than expected extending into the predicted dynamo region. The peak density of $O^+$ increases by about 30 km with chemistry. $O_2^+$ populations are an order of magnitude larger at lower altitudes with the chemistry scheme, and the peak region is observed about 30 km lower. Arguably the most noticeable impact of the chemistry scheme is on concentrations of $CO_2^+$, especially at sub 150 km altitudes. As seen in Figure 4.2b, there is no longer a peak density of $CO_2^+$, which means there is no longer a peak electron density. We should expect a Chapman profile and hence a cut-off, why it doesn’t appear is an unresolved question perhaps indicative of a missing loss process for $CO_2^+$. Another possible conclusion is the need for a better model of the Martian neutral atmosphere from the ground up. Next, we should examine the effect of this new profile when we introduce a simple uniform magnetic field along with a neutral wind.
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Figure 4.2: Simulation results of density profiles of charged species utilizing complete profiles when chemistry is turned on/off (panels (a) and (b), respectively). No magnetic field or ion-neutral wind is provided. Densities are in particles per cubic centimeter. Panel (a) is when chemistry is not utilized. Panel (b) shows the population distribution when chemistry is activated. Results are drawn at 90 s (6τ).
4.2 Uniform magnetic field

Now we build upon Section 4.1 by introducing a uniform magnetic field in the $z$ direction along with a neutral wind in the North-South, or positive $x$ direction. We will observe where the dynamo region forms compared to the collisional model. Such conditions have been observed by MGS in the nighttime Northern hemisphere as a result of solar wind magnetic field draping [e.g., Crider et al., 2004].

4.2.1 Simulation Setup

For uniform magnetic field simulations, a $400 \times 400 \times 300$ km grid is employed with a resolution of $\delta x = \delta y = 20$ km and $\delta z = 5$ km over an altitude range of $100-400$ km. A uniform magnetic field of $20$ nT is inserted in the positive $z$ direction. Full profiles are employed as shown in Figure 2.1. A uniform neutral wind of $100$ m/s in the positive $x$ direction is given, which is consistent with Mars GCM models [e.g., Forget et al., 1999]. Collisional effects are included in all simulation runs, and comparisons are made when chemistry is turned on/off.

4.2.2 Results

For all simulations, conclusions are drawn at $t=90$ s ($6\tau$). In Figures 4.5–4.8, magenta lines are traced magnetic field lines. Black arrows denote directions of current, electric field, and ion/electron velocities, respectively. The size of solid arrows reflect the magnitude of the value being plotted. Panel (d) illustrates a three-dimensional slice at $x=0$ km, $y=0$ km, and $z=165$ km. Panels (a), (b), and (c) show the individual cuts of the $xz$, $xy$, and $yz$ planes, respectively. Current density results without chemistry are shown in Figure 4.5, while results with chemistry are shown in Figure 4.6. Electric field results with chemistry are shown in Figure 4.7. Electron velocity results with chemistry are shown in Figure 4.8.

Figure 4.3 shows an altitude profile of the magnitude of the current density tracked at the center of the $xy$ plane along $z$. The dashed black line represents the current density results with the chemistry scheme activated, while the solid black line denotes
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Figure 4.3: Profile of the current density along the vertical direction $z$. A 20 nT magnetic field directed in the positive $z$ direction is given. A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. The dashed black line represents the current density results with the chemistry scheme activated, while the solid black line denotes the current density without the chemistry scheme.

The current density without the chemistry scheme. An altitude profile of the magnetic field perturbations tracked at the center of the $xy$ plane are shown in Figure 4.4. Blue lines denote the $x$ component of the perturbation of $\vec{B}$. Magenta lines denote the $y$ component of the disturbance of $\vec{B}$. Dashed and solid lines represent results with and without chemistry, respectively.

4.2.3 Discussion

As seen in Figure 4.5 and predicted in Figure 1.4, in the presence of a uniform vertical magnetic field of 20 nT, dynamo currents form approximately between 150 and 200 km altitude. The strength of these currents are on the order of 10 nA/m$^2$, which agrees with predictions made by Withers [2008]. Currents form in the $x$ plane, as
Figure 4.4: Profile of the magnetic field perturbation along the vertical direction $z$. A 20 nT magnetic field directed in the positive $z$ direction is given. A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Blue lines denote the $x$ component of the perturbation of $B$. Magenta lines denote the $y$ component of the disturbance of $B$. Dashed and solid lines represent results with and without chemistry, respectively. There is no $\delta B_z$, hence it is not shown.

expected due to collisional effects of a neutral wind in the $x$-direction. Also, currents are seen building up in the negative $y$ direction due to the $\vec{J} \times \vec{B}$ term in Equation (2.19).

When the chemistry is accounted for (Figure 4.6), a dynamo current is also seen to form between 150 and 200 km. Figure 4.3 shows that the peak dynamo current with the chemistry scheme is shifted up by about 10 km. These currents form from differential motions of electrons and ions, which then cause perturbations of the magnetic field. Plots of these perturbations in Figure 4.4 show that there exist disturbances of the magnetic field in both the $x$ and $y$ direction. Electric fields (shown in Figure 4.7) cause these effects on the magnetic field geometry, as defined in Faraday’s law (2.8).
From the generalized Ohm’s law (2.19), the motions of ions in the positive \( x \) direction help to “pull” the magnetic field leading to currents building up over time in the \( x \) plane. These currents then lead to further “twisting” of the field in the \( y \) direction due to the \( \vec{J} \times \vec{B} \) Hall term. The “wiggles” seen in these figures are attributed to numerical resolution, finer resolutions are shown to progressively reduce this behavior. This process is important for the formation of currents when more complex magnetic field geometries are introduced to the system, which will be examined next.
Figure 4.5: Simulation results without chemistry showing the magnitude of the current density at $t = 90$ s ($6\tau$). A 20 nT magnetic field directed in the positive $z$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Black arrows denote direction of the current. Panel (d) shows a three-dimensional view of slices at $x = 0$ km, $y = 0$ km, and $z = 165$ km. Magenta lines in panel (d) are traced magnetic field lines. Panels (a)-(c) are slices along the $x$, $z$, and $y$ directions, respectively. Deep red shading seen between 150 and 200 km altitudes indicate regions of strongest current. Dark blue regions such as that seen at approximately 250 km show weak or zero currents.
Figure 4.6: Simulation results with chemistry showing the magnitude of the current density at $t=90\ s\ (6\tau)$. A 20 nT magnetic field directed in the positive $z$ direction is given. A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Black arrows denote direction of the current. Panel (d) shows a three-dimensional view of slices at $x=0\ km$, $y=0\ km$, and $z=165\ km$. Magenta lines in panel (d) are traced magnetic field lines. Panels (a)–(c) are slices along the $x$, $z$, and $y$ direction. Deep red shading seen between 150 and 200 km altitudes indicate regions of strongest current. Dark blue regions such as that seen at approximately 250 km show weak or zero currents.
Figure 4.7: Simulation results with chemistry showing the magnitude of the electric field at $t=90 \, s \,(6\tau)$. A 20 nT magnetic field directed in the positive $z$ direction is given. A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Black arrows denote direction of the electric field. Panel (a) shows a slice of the $xz$ plane at $y=0 \, \text{km}$. Panel (b) shows a slice of the $xy$ plane at $z=165 \, \text{km}$. Panel (c) shows a slice of the $yz$ plane at $x=0 \, \text{km}$. Strong fields are highlighted in red, such as those seen at 250 km. Weaker electric fields are shown in dark blue, observed at 400 km.
Figure 4.8: Electron velocity results for the uniform magnetic field case with chemistry at $t=90$ s ($6\tau$). A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Black arrows denote direction of the electrons. Panel (d) shows a three-dimensional view of slices at $x=0$ km, $y=0$ km, and $z=165$ km. Magenta lines in panel (d) are traced magnetic field lines. Panels (a)–(c) are slices along the $x$, $y$, and $z$ direction. At higher altitudes, large electron velocities are colored in red. At lower regions of the domain, electron velocities are more akin to the neutral wind, and so are denoted in blue.
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4.3 Magnetic cusp

The uniform magnetic field is now replaced with a dipole, or cusp, placed below the surface of the simulation domain. These dipoles are analogous to structures observed at \(15^\circ\text{N}, 15^\circ\text{E}\) and \(10^\circ\text{S}, 110^\circ\text{E}\), and are building blocks for more complex structures. The same neutral wind as in the previous section is used. The addition of a dipole field now produces variations in three dimensions. We will examine the chemistry effects on currents, electric fields, electron and ion velocities, and electron pressure.

4.3.1 Simulation setup

For cusp simulations, a \(400 \times 400 \times 300\) km grid is employed with a resolution of \(\delta x = \delta y = 20\) km and \(\delta z = 5\) km over an altitude range of \(100 - 400\) km. A magnetic dipole with a magnetic moment of \(\mu = 10^{16}\) A \(\cdot\) m\(^2\) is inserted at \(z = -20\) km at the center of the \(xy\) plane. Full profiles are employed as shown in Figure 2.1. A uniform neutral wind of \(100\) m/s in the positive \(x\) direction is given. Collisional effects are included in all simulation runs, and comparisons are made when chemistry is turned on/off.

4.3.2 Results

For chemistry and non-chemistry cases, all simulation results are drawn at \(t = 30\) s \((2\tau)\). Magenta lines in all figures are traced magnetic fields. Black arrows denote directions of current, electric field, and ions/electrons.

Current density and electric field results without chemistry are shown in Figure 4.14 and 4.15. Panel (d) is a three-dimensional view of three slices at \(x = 0\) km, \(y = 0\) km, and \(z = 120\) km. Panels (a), (b), and (c) show the individual cuts of the \(xz\), \(xy\), and \(yz\) planes, respectively. Electron velocity and \(O_2^+\) velocity results without chemistry are shown in Figures 4.9 and 4.10, respectively. Results are tracked on the \(xy\) plane at \(z = 120\) km.

Current density and electric field results with chemistry are shown in Figure 4.16...
Figure 4.9: Electron velocity results for the magnetic cusp case without chemistry at $t=30$ s ($2\tau$). Results are tracked on the $xy$ plane at $z=120$ km. Dipole placed at $z=-20$ km at the center of the $xy$ plane. A neutral wind of 100 m/s in the positive $x$ direction is applied. Black arrows denote direction of the electrons.

and 4.17. Panel (d) represents a three-dimensional view of slices at $x=0$ km, $y=0$ km, and $z=105$ km. Panels (a), (b), and (c) represent the individual cuts of the $xz$, $xy$, and $yz$ planes, respectively. Electron velocity and $\text{O}_2^+$ velocity results are seen in Figures 4.11 and 4.12, respectively. Results are tracked on the $xy$ plane at $z=105$ km.

Simulation results for the cusp case showing the electron pressure profile with and without chemistry are shown in Figure 4.13. Dashed lines represents the electron pressure with chemistry, while the solid line shows the electron pressure without chemistry. Results are tracked at the center of the $xy$ plane.
Figure 4.10: O$_2^+$ velocity results for the magnetic cusp case without chemistry at $t=30$ s ($2\tau$). Results are tracked on the $xy$ plane at $z=120$ km. Dipole placed at $z=-20$ km at the center of the $xy$ plane. A neutral wind of 100 m/s in the positive $x$ direction is applied. Black arrows denote direction of the ions.

**4.3.3 Discussion**

Without the chemistry scheme, Figure 4.14 shows a distinct current forming around the magnetic cusp between 110 and 150 km. These currents are substantial, on the order of 1 $\mu$A. Figure 4.14b specifically shows the concentration of the current that has built up around the dipole. Comparing this with Figure 4.16 we see that with chemistry a current buildup around the cusp is also observed. The current forms much lower in the grid around 105 km, and is much more concentrated around the center of the cusp with an outer boundary approximately 50 km smaller than when chemistry is neglected. The current is noticeably more asymmetrical, which is possibly numerical in nature. The strength of the dynamo current is comparable to before on the Southwest side of the cusp. This is possibly due to the increased concentration of charged species.
Figure 4.11: Electron velocity results for the magnetic cusp case with chemistry at $t=30$ s ($2\tau$). Results are tracked on the $xy$ plane at $z=105$ km. Dipole placed at $z=-20$ km at the center of the $xy$ plane. A neutral wind of 100 m/s in the positive $x$ direction is applied. Black arrows denote direction of the electrons. Red shading indicates high particle velocities up to 150 m/s for electrons. Regions colored in blue indicate velocities as low as 50 m/s for electrons.

Electric fields are important to understanding the formation of currents, as described in the generalized Ohm’s law (2.19) and seen in Figure 4.15. This electric field causes perturbations in the magnetic field as described by Faraday’s law (2.8). Subsequently, Ampere’s law (2.7) explains how this “pulling” of the field leads to a building up of currents. Figure 4.17 shows that the electric field no longer has the same geometry as before when chemistry is considered. The electric field is almost entirely concentrated on the East side of the cusp. However, where the field is present, it is comparable in magnitude to those seen in Figure 4.15.

The motion of electrons are key to the generation of these electric fields through the $\vec{u} \times \vec{B}$ term in equation (2.19). Electrons are magnetized as seen in Figure 4.9, circulating around the cusp. Notice that the speed of the electrons is higher on
Figure 4.12: \( \text{O}_2^+ \) velocity results for the magnetic cusp case with chemistry at \( t=30 \) s (\( 2\pi \)). Results are tracked on the \( xy \) plane at \( z=105 \) km. Dipole placed at \( z=-20 \) km at the center of the \( xy \) plane. A neutral wind of 100 m/s in the positive \( x \) direction is applied. Black arrows denote direction of the ions. Ion velocities do not vary by more than 0.5 m/s.

the Northwest side of the cusp than on the Southeast. This is due to ion motion in the North direction and the direction of the dynamo current (clockwise around the cusp), as shown by the conduction current definition (2.5). On the Northwest side of the cusp, the electrons are motivated by the current to move in the same Northward direction as the ion wind. Southeast of the cusp, the direction of the current (Southward) is opposite to that of the ion wind, leading to a reduced speed. In Figure 4.10, ions are demagnetized and flowing with the direction of the neutral wind. with the chemistry scheme, the electrons are only partially magnetized as seen in Figure 4.11, and are moving more than 300 m/s faster compared to previous simulations. The ions are still demagnetized as expected from Figure 4.12.

Electron pressure may also be important for the generation of electric fields necessary to distort the magnetic field, leading to currents. Electron pressure profiles
for chemistry simulation (Figure 4.13) show a stark difference in electron pressure below 150 km as compared to runs without chemistry. There is no inflection point in the electron pressure at 125 km for the chemistry case. It is hypothesized that this turning point in the electron pressure is important due to the gradient pressure term $\nabla \vec{r} p_e$ in equation (2.19). The “wiggles” seen in Figure 4.13 are attributed to numerical resolution. Higher resolutions are shown to progressively reduce this behavior, especially when chemistry is toggled on. Lower in the grid the pressure for chemistry runs is up to an order of magnitude larger than in the non chemistry simulation. Also, recall from the ion and electron profiles (Figure 4.2), there no longer exists a peak electron density region. It is very likely that due to the lack of an electron pressure/density inflection point between 100 and 150 km, there is no longer
an observable lower boundary of the dynamo region within our domain. This seems unlikely, and could be attributed to two reasons: either (a) we are missing a reaction that would destruct CO$_2^+$ and be consistent with a Chapman profile, or (b) our initial profiles for ions and neutrals need to be revisited.
Figure 4.14: Simulation results without chemistry at \( t = 30 \) s (2\( \tau \)) showing the magnitude of the current density. A dipole placed at \( z = -20 \) km at the center of the \( xy \) plane. A neutral wind of 100 m/s in the \( x \) direction is applied. Black arrows denote direction of the current. Panel (d) shows a three-dimensional view of slices at \( x = 0 \) km, \( y = 0 \) km, and \( z = 120 \) km. Magenta lines in panel (a) are traced magnetic field lines. Current strengths reach as high as \( 8 \mu A/m^2 \), which are shown in red. Significant currents are absent from most of the domain, and are illustrated in blue.
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Figure 4.15: Simulation results without chemistry at \( t = 30 \) s showing the magnitude of the electric field. A neutral wind of 100 m/s in the \( x \) direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Black arrows denote direction of the electric field. Panel (a) shows a slice of the \( xz \) plane at \( y = 0 \) km. Panel (b) shows a slice of the \( xy \) plane at \( z = 120 \) km. Panel (c) shows a slice of the \( yz \) plane at \( x = 0 \) km. Red shading indicates strong electric field values of approximately 500 \( \mu \text{V/m} \). Areas of the domain lacking noticeable electric fields are colored in blue.
Figure 4.16: Simulation results with chemistry showing the magnitude of the current density at $t=30$ s ($2\tau$). A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Panel (d) shows a three-dimensional view of slices at $x=0$ km, $y=0$ km, and $z=105$ km. Panels (a)–(c) are slices along the $x$, $z$, and $y$ direction, respectively. Current strengths reach as high as 7 µA/m² and are colored red. Currents are absent from much of the domain, and are shaded in blue.
Figure 4.17: Simulation results with chemistry at $t = 30 \text{s}$ ($2\tau$) showing the magnitude of the electric field. A neutral wind of 100 m/s in the $x$ direction is applied, consistent with Mars GCM models [e.g., Forget et al., 1999]. Black arrows denote direction of the electric field. Panel (a) shows a slice of the $xz$ plane at $y=0$ km. Panel (b) shows a slice of the $yz$ plane at $z=0$ km. Panel (c) shows a slice of the $xy$ plane at $z=105$ km. Red regions indicate strong electric field values up to 220 $\mu V/m$. Parts of the domain lacking noticeable electric fields are shown in blue.
Chapter 5

Conclusions and Discussion

Here, we summarize the principal work and contributions following the studies presented in this thesis.

5.1 Results

The chemistry scheme causes noticeable differences in ion and electron profiles. Concentrations of O$^+$ are similar to the previously used profile except below 250 km altitudes, where there is another region of O$^+$ observed extending into the dynamo region. The peak density of O$^+$ is raised by about 30 km. Populations of O$_2^+$ are an order of magnitude larger below 250 km with the chemistry scheme, with a peak region observed about 30 km lower. Likely, the most influential impact of the chemistry scheme is on CO$_2^+$. As seen in Figure 4.2b, there is no longer a peak density of CO$_2^+$ between 100 and 200 km. As a result, there is no longer a peak electron density.

When considering chemistry in the presence of a uniform magnetic field accompanied by a uniform neutral wind in the positive x direction, a dynamo current is observed between 150 and 200 km, shifted upwards by 10 km compared to when chemistry is not considered. With our current $\delta z=5$ km, this only accounts to two grid points. The strength of these currents are on the order of 10 nA/m$^2$, which agree well with the findings of Withers [2008]. This current is formed through perturbations of the magnetic field through Ampere’s law (2.7). This effect on the field as defined
in Faraday's law (2.8) is caused by electric fields. The motions of ions in the positive $x$ direction help to “pull” the magnetic field leading to currents building up over time in the $x$ plane, as seen in the generalized Ohm’s law (2.19). Further “twisting” of the field in the $y$ direction is caused due to the $\vec{J} \times \vec{B}$ Hall term.

When placing a dipole below the center of the simulation grid, we observe a current buildup around the base of the cusp. Compared to when chemistry is not utilized, the current appears to be forming at a much lower altitude around 105 km. Furthermore, it is much more concentrated around the center of the cusp, having an outer envelope radius approximately 50 km smaller than when the scheme is not employed. The current also possesses more asymmetry compared to the previous model. The strength of the dynamo current is slightly smaller, but still on the same order of magnitude as when chemistry is neglected. The electrons are only partially magnetized, and are moving much more slowly than in previous scenarios while the ions are still demagnetized as expected. The electric field no longer has the same symmetry as before, and is mostly concentrated on the east side of the cusp. The magnitude of the electric field is only slightly weakened compared to before. Electron pressure profiles for chemistry and non chemistry simulation runs show a stark difference in electron pressure below 150 km. There is no inflection point in the electron pressure at 125 km, and it is up to an order of magnitude larger than in the non chemistry simulation.

The answers to most of our questions likely stem from differences in the electron density profiles. In the case of the uniform magnetic field, we expect the current to form somewhere between 150 and 200 km when not considering chemistry. When chemistry is included, the ion profile shows differences in ion concentrations, but the electron distributions are similar except at the region below 150 km. This is likely why in the uniform magnetic field case, we see the dynamo current shifting by only 10 km compared to before. However, In the cusp case without chemistry the dynamo region is lower, between 100 and 150 km, which corresponds to where the peak electron density region exists when chemistry is not considered. With chemistry, there is no peak electron density in this region, and the current is “pushed” down to lower altitudes. We should expect a Chapman profile and hence a cut-off, why it doesn’t appear is an unresolved question perhaps indicative of a missing loss process
for CO$_2^+$. Another possible conclusion is the need for more updated neutral and ion profiles.

5.2 Broader impact

Investigating the formation of dynamo currents and the corresponding magnetic perturbations are very important for clarifying our understanding of the magnetic topology of Mars, especially at lower altitudes. Perturbations greater than the IMF values at the surface in the unshielded regions of the northern hemisphere (several nT) are particularly significant and will require revisiting the current maps of the crustal fields obtained by MGS. Alternately, a negative conclusion will simply mean validation of the current maps, which remains a positive and useful outcome. Furthermore, identifying significant currents also implies trapped particles in the Martian atmosphere, which would be important for studying mechanisms of atmospheric loss over the history of the planet.

5.3 Future work

Further investigation of the chemistry model used is required. In this study, peak regions for O$^+$ and O$_2^+$ are similar to those found by Najib et al. [2011], who employed a similar set of chemical reactions in a Mars global multifluid MHD model. The culprit for the high electron density is attributed to the high production of CO$_2^+$ in sub 150 km regions. There should be a region where the ionization processes for CO$_2^+$ balance with recombination processes. It is expected that this region should lie between 100 and 150 km. Future work will include developing Chapman profiles to help predict where the peak electron density region exists.

Boundary conditions could be causing mirroring in the electric field, leading to some non-physical effects. This could be especially important now that the dynamo current is forming close to the lower boundary. Therefore, further investigation of the boundary condition effects is needed. The erratic behavior in density and pressure profiles at high altitudes could be attributed to numerical effects or to waves. The
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Figure 5.1: MAVEN ion density measurements from the NGIMS instrument. Data is provided from four consecutive deep dips on the dayside. Units are in particles per cubic centimeter [Lillis, 2018, private communication].

\[ \vec{J} \times \vec{B} \] Hall term in the generalized Ohm’s law (2.19) introduces the whistler wave mode into the system, and the calculation of time steps according to the CFL condition must be adapted accordingly.

Future plans include adapting our profiles to correspond to observations by the MAVEN mission in order to provide self-consistent input to the model. Currently, dayside ion densities are available above 100 km, as seen in Figure 5.1. Neutral dayside densities are also available, but only up to 300 km as seen in Figure 5.2. Ion and electron temperatures are also available through the LPW instrument, although not shown here. Ion and neutral wind data will be available August 15, 2018 [Lillis, 2018, private communication]. Altogether, this will allow us to create the necessary initial density, pressure, and velocity profiles for all the modeled species.
Figure 5.2: MAVEN dayside ion density measurements from the NGIMS instrument. Data is provided from four consecutive deep dips on the dayside. Units are in particles per cubic centimeter [Lillis, 2018, private communication].
Appendix A

Derivation of the Normalized MF-MHD Equations

A.1 Probability function and the Boltzmann equation

For each species $\alpha$ in the six-dimensional phase space $(\vec{r}, \vec{v})$ a distribution function $f_{\alpha}(\vec{r}, \vec{v}, t)$ is introduced.

$$f_{\alpha}(\vec{r}, \vec{v}, t)d^3\vec{r}d^3\vec{v} = \text{number of particles inside a six-dimensional phase space volume at } (\vec{r}, \vec{v}) \text{ at time } t$$

$$\frac{f_{\alpha}(\vec{r}, \vec{v}, t)d^3\vec{r}d^3\vec{v}}{n_{\alpha}} = \text{probability that a particle has a position in } d^3\vec{r} \text{ around } \vec{r} \text{ and a velocity in } d^3\vec{v} \text{ around } \vec{v}$$

The values $\vec{r}$ and $\vec{v}$ are considered to be independent variables. As particles drift or move under the influence of macroscopic forces, they flow into and out of a fixed volume $dx dv_x$, $dy dv_y$, or $dz dv_z$. Therefore, the distribution function should obey a continuity equation, which can be written as

$$\frac{\partial f_{\alpha}}{\partial t} + v_x \frac{\partial f_{\alpha}}{\partial x} + a_x \frac{\partial f_{\alpha}}{\partial v_x} = 0$$  \hspace{1cm} (A.1)
Figure A.1: Illustration of \( f_\alpha(\vec{r}, \vec{v}, t) \), which is the probability that a particle has a position in \( d^3\vec{r} \) space and a velocity in \( d^3\vec{v} \) space.

It is important to note that \( v_x \) is independent of \( x \), and it is assumed that \( a_x = \frac{F_x}{m_\alpha} \) of a particle does not depend on \( v_x \). In three dimensions, it is written as

\[
\frac{\partial f_\alpha(\vec{r}, \vec{v}, t)}{\partial t} + \vec{v} \cdot \nabla_\vec{r} f_\alpha(\vec{r}, \vec{v}, t) + \vec{a} \cdot \nabla_\vec{v} f_\alpha(\vec{r}, \vec{v}, t) = \left( \frac{\partial f_\alpha}{\partial t} \right)_c \tag{A.2}
\]

and is called the Boltzmann equation. In addition to flows in and out of the volume, sources and sinks of particles exist in the volume because of interparticle collisions and reactions on timescales very small compared to the evolution of \( f_\alpha \) in (A.2). Such events can instantly change velocity (but not position) of a particle [e.g., Lieberman and Lichtenberg, 2005, p. 28]. To account for this, a collision term \( \left( \frac{\partial f_\alpha}{\partial t} \right)_c \) is added.

**Collision operator**

The collision term \( \left( \frac{\partial f_\alpha}{\partial t} \right)_c \) in equation (A.2) is called the Krook collision operator and also referred to as the BGK model [e.g., Bhatnagar et al., 1954]. From Shu [1992], this term can be written as:

\[
\left( \frac{\partial f_\alpha}{\partial t} \right)_c = \sum_n \nu_{n \rightarrow \alpha} S_n f_n(\vec{v}) - \nu_{\alpha}^L f_\alpha(\vec{v}) - \sum_\beta \nu_{\alpha,\beta}(f_\alpha(\vec{v}) - f_{m,\alpha}(\vec{v}, \vec{u}_\beta)) \tag{A.3}
\]
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where \( f_{m,\alpha}(\vec{v}, \vec{u}_\beta) \) is the shifted maxwellian distribution given as

\[
f_{m,\alpha}(\vec{v}, \vec{u}_\beta) = n_{\alpha} \left( \frac{m_{\alpha}}{2\pi k_B T_{\alpha}} \right)^{3/2} \frac{e^{-m_{\alpha}(\vec{v} - \vec{u}_\beta)^2}}{c} \tag{A.4}
\]

By integrating the maxwellian distribution one can obtain densities, velocities, energies etc.

A.2 Moments of the Boltzmann Equation

By integrating the distribution function one can obtain density, fluid velocity, energy, etc. In general:

\[
\langle \chi_{\alpha}(\vec{v}) \rangle_{\alpha} = \frac{\int \chi_{\alpha}(\vec{v}) f_{\alpha}(\vec{v}) d^3 \vec{v}}{\int f_{\alpha}(\vec{v}) d^3 \vec{v}} \tag{A.5}
\]

A general expression for the moments of the Boltzmann equation can now be constructed using (A.5) as \( \int \chi_{\alpha}(\vec{v}) [(A.2)] d^3 \vec{v} \)

\[
\begin{align*}
\text{I} &= \int \chi_{\alpha}(\vec{v}) \frac{\partial f_{\alpha}(\vec{v})}{\partial t} d^3 \vec{v} = \frac{\partial}{\partial t} \left( \int \chi_{\alpha}(\vec{v}) f_{\alpha}(\vec{v}) d^3 \vec{v} \right) = \frac{\partial n_{\alpha} \langle \chi_{\alpha}(\vec{v}) \rangle_{\alpha}}{\partial t} \\
\text{II} &= \int \chi_{\alpha}(\vec{v}) \vec{v} \cdot \nabla f_{\alpha}(\vec{v}) d^3 \vec{v} = \nabla_{\vec{v}} \cdot \left( n_{\alpha} \langle \chi_{\alpha}(\vec{v}) \rangle_{\alpha} \vec{v} \right) \\
\text{III} &= \int \chi_{\alpha}(\vec{v}) \vec{a} \cdot \nabla_{\vec{v}} f_{\alpha}(\vec{v}) d^3 \vec{v} = -n_{\alpha} \left( \langle \nabla_{\vec{v}} \chi_{\alpha}(\vec{v}) \rangle \cdot \frac{\vec{F}(\vec{v})}{m_{\alpha}} \right)_{\alpha}
\end{align*}
\tag{A.6}
\]

The first term can be simplified

\[
\text{I} = \int \chi_{\alpha}(\vec{v}) \frac{\partial f_{\alpha}(\vec{v})}{\partial t} d^3 \vec{v} = \frac{\partial}{\partial t} \left( \int \chi_{\alpha}(\vec{v}) f_{\alpha}(\vec{v}) d^3 \vec{v} \right) = \frac{\partial n_{\alpha} \langle \chi_{\alpha}(\vec{v}) \rangle_{\alpha}}{\partial t} \tag{A.7}
\]

Similarly, the other terms can be written as

\[
\text{II} = \int \chi_{\alpha}(\vec{v}) \vec{v} \cdot \nabla_{\vec{v}} f_{\alpha}(\vec{v}) d^3 \vec{v} = \nabla_{\vec{v}} \cdot \left( n_{\alpha} \langle \chi_{\alpha}(\vec{v}) \rangle_{\alpha} \vec{v} \right) \tag{A.8}
\]

\[
\text{III} = \int \chi_{\alpha}(\vec{v}) \vec{a} \cdot \nabla_{\vec{v}} f_{\alpha}(\vec{v}) d^3 \vec{v} = -n_{\alpha} \left( \langle \nabla_{\vec{v}} \chi_{\alpha}(\vec{v}) \rangle \cdot \frac{\vec{F}(\vec{v})}{m_{\alpha}} \right)_{\alpha} \tag{A.9}
\]
\[ \text{IV} = \int \chi_\alpha(\vec{v}) \left( \frac{\partial f_\alpha}{\partial t} \right) c d^3 \vec{v} = \sum_n \nu^S_{n\rightarrow \alpha} n_n \langle \chi_\alpha(\vec{v}) \rangle_n - \nu^L_\alpha n_\alpha \langle \chi_\alpha(\vec{v}) \rangle_\alpha \]

- \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha \langle \chi_\alpha(\vec{v}) \rangle_\alpha - \int \chi_\alpha(\vec{v}) f_{m,\alpha}(\vec{v}, \vec{u}_\beta) d^3 \vec{v} \right) \tag{A.10}

Therefore the moments of the Boltzmann equation for any species \( \alpha \) can be written as

\[ \frac{\partial n_\alpha \langle \chi_\alpha(\vec{v}) \rangle_\alpha}{\partial t} + \nabla_{\vec{r}} \cdot \left( n_\alpha \langle \chi_\alpha(\vec{v}) \rangle_\alpha \vec{v} \right) - n_\alpha \left( \langle \nabla_{\vec{v}} \chi_\alpha(\vec{v}) \rangle \cdot \frac{\vec{F}(\vec{v})}{m_\alpha} \right)_\alpha = \]

\[ \sum_n \nu^S_{n\rightarrow \alpha} n_n \langle \chi_\alpha(\vec{v}) \rangle_n - \nu^L_\alpha n_\alpha \langle \chi_\alpha(\vec{v}) \rangle_\alpha - \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha \langle \chi_\alpha(\vec{v}) \rangle_\alpha - \int \chi_\alpha(\vec{v}) f_{m,\alpha}(\vec{v}, \vec{u}_\beta) d^3 \vec{v} \right) \]

\( \tag{A.11} \)

Where \( \vec{a} = \frac{\vec{F}(\vec{v})}{m_\alpha} \), and the force vector is defined as

\[ \vec{F}(\vec{v}) = q_\alpha (\vec{E} + \vec{v} \times \vec{B}) + \frac{m_\alpha gM}{\left( 1 + \frac{z}{R_M} \right)^2} \] \( \tag{A.12} \)

### A.2.1 Conservation of mass

Allow \( \chi_\alpha(\vec{v}) = 1 \) and find the terms

\[ \text{I} = \frac{\partial n_\alpha \langle 1 \rangle_\alpha}{\partial t} = \frac{\partial n_\alpha}{\partial t} \]

\[ \text{II} = \nabla_{\vec{r}} \cdot \left( n_\alpha \langle \vec{v} \rangle_\alpha \right) = \nabla_{\vec{r}} \cdot \left( n_\alpha \vec{u}_\alpha \right) \]

\[ \text{III} = -n_\alpha \left( \nabla_{\vec{r}} \langle 1 \rangle_\alpha^{\vec{F}(\vec{v})} \cdot \frac{\vec{F}(\vec{v})}{m_\alpha} \right)_\alpha = 0 \]

\[ \text{IV} = \sum_n \nu^S_{n\rightarrow \alpha} n_n \langle 1 \rangle_n - \nu^L_\alpha n_\alpha \langle 1 \rangle_\alpha - \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha \langle 1 \rangle_\alpha - \int \langle 1 \rangle f_{m,\alpha}(\vec{v}, \vec{u}_\beta) d^3 \vec{v} \right)_{n_\alpha}^{0} \]

\[ = S_\alpha - L_\alpha \]
Where the sources and losses due to chemistry are defined as

\[ S_\alpha = \sum_n \nu_{n\rightarrow\alpha}^S n_n \]  
(A.13)

\[ L_\alpha = \nu_\alpha^L n_\alpha \]  
(A.14)

Finally mass continuity can be written by substituting I–IV into the Boltzmann equation (A.6)

\[ \frac{\partial n_\alpha}{\partial t} + \nabla \cdot (n_\alpha \vec{u}_\alpha) = S_\alpha - L_\alpha \]  
(A.15)

### A.2.2 Conservation of momentum

Allow \( \chi_\alpha(\vec{v}) = m_\alpha \vec{v} \) and form I–IV again. The first one is straightforward:

\[ I = \frac{\partial n_\alpha \langle m_\alpha \vec{v} \rangle_\alpha}{\partial t} = \frac{\partial n_\alpha m_\alpha \vec{u}_\alpha}{\partial t} \]

The second moment:

\[ II = \nabla \cdot (n_\alpha \langle m_\alpha \vec{v} \vec{v} \rangle_\alpha) = \vec{u}_\alpha \vec{u}_\alpha + \langle \vec{w} \vec{w} \rangle_\alpha \]

where \( \langle \vec{v} \vec{v} \rangle_\alpha = \langle (\vec{u}_\alpha + \vec{w})(\vec{u}_\alpha + \vec{w}) \rangle_\alpha \) and the particle velocity \( \vec{v} \) is the sum of the macroscopic fluid velocity \( \vec{u}_\alpha \) and the peculiar velocity \( \vec{w} \), as defined by [Harris, 2004].

The diffusion term can be expressed as

\[ II = \nabla \cdot \left( n_\alpha m_\alpha \vec{u}_\alpha \vec{u}_\alpha + m_\alpha n_\alpha \langle \vec{w} \vec{w} \rangle_\alpha \right) = \nabla \cdot (n_\alpha m_\alpha \vec{u}_\alpha \vec{u}_\alpha) + \nabla \cdot \vec{\Pi}_\alpha \]

where \( \vec{\Pi}_\alpha \) is the stress tensor. The term III is given by:

\[ III = -n_\alpha \langle \nabla \cdot (m_\alpha \vec{v}) \cdot \frac{\vec{F}(\vec{v})}{m_\alpha} \rangle_\alpha = -n_\alpha \langle \vec{F'(\vec{v})} \rangle_\alpha \]
Substitute in (A.12) for the force term,

\[ \text{III} = -n_\alpha q_\alpha \left( \vec{E} + \langle \vec{v} \rangle_\alpha \times \vec{B} \right) - \frac{m_\alpha \vec{g}_\alpha}{\left(1 + \frac{z}{R_m}\right)^2} = -n_\alpha q_\alpha \left( \vec{E} + \vec{u}_\alpha \times \vec{B} \right) - \frac{m_\alpha n_\alpha \vec{g}_\alpha}{\left(1 + \frac{z}{R_m}\right)^2} \]

Last, the collision term can be written as

\[ \text{IV} = \sum_n \nu_{n \rightarrow \alpha} n_n \langle m_\alpha \vec{v} \rangle_n - \nu_{\alpha} n_\alpha \langle m_\alpha \vec{v} \rangle_\alpha - \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha \langle m_\alpha \vec{v} \rangle_\alpha - \int m_\alpha \vec{v}_n \cdot (\vec{v}, \vec{u}_\beta) d^3 \vec{v} \right) \]

\[ = m_\alpha \sum_n \nu_{n \rightarrow \alpha} n_n \langle \vec{v} \rangle_n - m_\alpha \nu_{\alpha} n_\alpha \langle \vec{v} \rangle_\alpha - m_\alpha \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha \langle \vec{v} \rangle_\alpha - \int \vec{v}_n \cdot (\vec{v}, \vec{u}_\beta) d^3 \vec{v} \right) \]

\[ = m_\alpha S_\alpha \vec{u}_n - m_\alpha L_\alpha \vec{u}_\alpha - \sum_\beta \nu_{\alpha,\beta} m_\alpha n_\alpha (\vec{u}_\alpha - \vec{u}_\beta) \]

Now, Equation (A.6) can be used to obtain the first moment of the Boltzmann equation:

\[ \frac{\partial m_\alpha n_\alpha \vec{u}_\alpha}{\partial t} + \nabla \cdot (m_\alpha n_\alpha \vec{u}_\alpha \vec{u}_\alpha) = n_\alpha q_\alpha \left( \vec{E} + \vec{u}_\alpha \times \vec{B} \right) - \nabla \cdot \vec{I}_\alpha + ... \]

\[ = \frac{m_\alpha n_\alpha \vec{g}_\alpha}{\left(1 + \frac{z}{R_m}\right)^2} + m_\alpha S_\alpha \vec{u}_n - m_\alpha L_\alpha \vec{u}_\alpha - \sum_\beta \nu_{\alpha,\beta} m_\alpha n_\alpha (\vec{u}_\alpha - \vec{u}_\beta) \]

(A.16)

This can be simplified. Furthermore by expanding the left side:

\[ \frac{\partial m_\alpha n_\alpha \vec{u}_\alpha}{\partial t} + \nabla \cdot (m_\alpha n_\alpha \vec{u}_\alpha \vec{u}_\alpha) = \frac{\partial}{\partial t} (m_\alpha n_\alpha \vec{u}_\alpha) + \nabla \cdot (m_\alpha n_\alpha \vec{u}_\alpha \vec{u}_\alpha) + (m_\alpha n_\alpha \vec{u}_\alpha \cdot \nabla) \vec{u}_\alpha \]

Expand

\[ = m_\alpha n_\alpha \frac{\partial}{\partial t} (\vec{u}_\alpha) + m_\alpha \vec{u}_\alpha \frac{\partial}{\partial t} (n_\alpha) + m_\alpha \vec{u}_\alpha (\nabla \cdot (n_\alpha \vec{u}_\alpha)) + (m_\alpha n_\alpha \vec{u}_\alpha \cdot \nabla) \vec{u}_\alpha \]

Expand

\[ = m_\alpha n_\alpha \frac{\partial}{\partial t} (\vec{u}_\alpha) + m_\alpha \vec{u}_\alpha \left( \frac{\partial m_\alpha}{\partial t} + \nabla \cdot (n_\alpha \vec{u}_\alpha) \right) + (m_\alpha n_\alpha \vec{u}_\alpha \cdot \nabla) \vec{u}_\alpha \]

Combine

\[ = m_\alpha n_\alpha \frac{\partial \vec{u}_\alpha}{\partial t} + \vec{u}_\alpha \cdot \nabla \vec{u}_\alpha + m_\alpha \vec{u}_\alpha (S_\alpha - L_\alpha) \]

(A.15)

This addition of a loss term which is coupled with the species' fluid velocity effectively eliminates losses in (A.16). Note, however, that the source term is now coupled to
both $\vec{u}_n$ and $\vec{u}_\alpha$. Now, conservation of momentum can be written as

$$\frac{\partial \vec{u}_\alpha}{\partial t} + \vec{u}_\alpha \cdot \nabla \vec{u}_\alpha = \frac{q_\alpha}{m_\alpha} (\vec{E} + \vec{u}_\alpha \times \vec{B}) - \nabla P \cdot \vec{B}_\alpha + \frac{\vec{g}_M}{(1 + \frac{\vec{v}}{v_{in}})^2} + \frac{S_\alpha}{n_\alpha} (\vec{u}_n - \vec{u}_\alpha) - \sum_\beta \nu_{\alpha,\beta} (\vec{u}_\alpha - \vec{u}_\beta) \tag{A.17}$$

**A.2.3 Conservation of energy**

Now we can tackle the final equation of energy conservation. Allow $\chi_\alpha(\vec{v}) = m_\alpha \frac{\vec{v}^2}{2}$ and find the moments of (A.6),

$$I = \frac{\partial n_\alpha \langle m_\alpha \frac{\vec{v}^2}{2} \rangle_\alpha}{\partial t} = \frac{\partial W_\alpha}{\partial t}$$

Recall that

$$\vec{v} = \vec{u}_\alpha + \vec{w} \tag{A.18}$$

By integrating the fluid velocity (A.18) over the distribution function, the group velocity is obtained, and the random motions are averaged out:

$$\langle \vec{v} \rangle_\alpha = \vec{u}_\alpha \rightarrow \langle \vec{w} \rangle_\alpha = \vec{0} \tag{A.19}$$

Therefore, specific energy of either charged species or neutral species $W_{\alpha/n}$ can be written as

$$W_{\alpha/n} = \left( \frac{1}{2} m_{\alpha/n} n_{\alpha/n} \langle \vec{v}^2 \rangle_{\alpha/n} \right)_{\alpha/n} = \frac{1}{2} m_{\alpha/n} n_{\alpha/n} \vec{u}_{\alpha/n}^2 + m_{\alpha/n} n_{\alpha/n} \varepsilon_{\alpha/n} \tag{A.20}$$

where $\varepsilon_{\alpha}$ is the specific internal energy from [Shu, 1992]

$$\varepsilon_{\alpha/n} = \frac{\langle \vec{w}^2 \rangle_{\alpha/n}}{2} \tag{A.21}$$
Knowing this, we can rewrite $I$ in terms of pressure instead of energy

$$I = \frac{\partial W_\alpha}{\partial t} = \frac{\partial}{\partial t} \left( m_\alpha n_\alpha \varepsilon_\alpha + \frac{m_\alpha n_\alpha \bar{u}_\alpha^2}{2} \right) = \frac{\partial}{\partial t} \left( m_\alpha n_\alpha \varepsilon_\alpha \right) + \frac{\partial}{\partial t} \left( \frac{m_\alpha n_\alpha \bar{u}_\alpha^2}{2} \right)$$

$$= \frac{\partial}{\partial t} \left( m_\alpha n_\alpha \varepsilon_\alpha \right) + m_\alpha \bar{u}_\alpha^2 \frac{\partial n_\alpha}{\partial t} + m_\alpha n_\alpha \bar{u}_\alpha \frac{\partial \bar{u}_\alpha}{\partial t}$$

(A.15)

(A.17)

After substituting in (A.15) and (A.17), the first term can be simplified to

$$I = \frac{\partial}{\partial t} \left( m_\alpha n_\alpha \varepsilon_\alpha \right) - \nabla \cdot \left( m_\alpha n_\alpha \bar{u}_\alpha \frac{\bar{u}_\alpha^2}{2} \right) + \frac{m_\alpha n_\alpha \bar{u}_\alpha \cdot \bar{g}_M}{\frac{1}{2} + \frac{z}{R_M}} + ...$$

$$\sum_n \nu_{n\rightarrow\alpha} m_\alpha n_\alpha (\bar{u}_\alpha \cdot \bar{u}_n - \frac{\bar{u}_\alpha^2}{2}) - \nu_{\alpha} m_\alpha \bar{u}_\alpha \frac{\bar{u}_\alpha^2}{2} - \sum_\beta \nu_{\alpha,\beta} m_\alpha n_\alpha (\bar{u}_\alpha^2 - \bar{u}_\alpha \cdot \bar{u}_\beta)$$

Using a similar approach, (A.8) can be rewritten:

$$II = \nabla \cdot \left( n_\alpha \frac{\bar{v}^2}{2} \right)$$

at this point, we introduce the flux of thermal energy, which is written as

$$\bar{Q}_\alpha = \left\langle m_\alpha \frac{\bar{w}^2}{2} \right\rangle$$

(A.22)

Decomposing $\left\langle \bar{v}^2 \bar{v} \right\rangle_\alpha$ using (A.18) and utilizing (A.22) yields:

$$II = \nabla \cdot \left( n_\alpha m_\alpha \left( \frac{1}{2} \bar{u}_\alpha + \bar{w} \bar{u}_\alpha + \bar{w} \right) \right)$$

$$= \nabla \cdot \left( n_\alpha m_\alpha \left( \frac{1}{2} \bar{u}_\alpha^2 + \frac{\bar{w} \bar{u}_\alpha}{\bar{n}_\alpha} + \frac{\bar{w}^2}{2} \right) \right)$$

(A.21)

(A.22)

$$= \nabla \cdot \left( m_\alpha \frac{\bar{v}^2}{2} \right) + \nabla \cdot \left( \bar{n}_\alpha \bar{u}_\alpha \right) + \nabla \cdot \left( n_\alpha m_\alpha \bar{v}_\alpha \bar{u}_\alpha \right) + \nabla \cdot \bar{Q}_\alpha$$
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We can express $\text{IV}$ in terms of specific energy $W_\alpha$ and $W_\beta$ (A.21). Furthermore, by integrating the Maxwellian distribution function (A.4), a representation of the energy contribution from elastic collisions can be found [Shu, 1992, p. 22]:

$$\int \left( m_\alpha \frac{\vec{v}^2}{2} \right) f_{m,\alpha}(\vec{v}, \vec{u}_\beta) d^3\vec{v} = \frac{3}{2} n_\alpha k_B T_\alpha + \frac{1}{2} m_\alpha n_\alpha \bar{u}_\beta^2 \quad (A.23)$$

finally, (A.10) can be constructed.

$$\text{IV} = \sum_n \nu_{n\rightarrow \alpha}^S n_n (m_\alpha \frac{\vec{v}^2}{2})_n - \nu_{n\rightarrow \alpha}^S n_n (m_\alpha \frac{\vec{v}^2}{2})_\alpha - \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha (m_\alpha \frac{\vec{v}^2}{2})_\alpha - \int \left( m_\alpha \frac{\vec{v}^2}{2} \right) f_{m,\alpha}(\vec{v}, \vec{u}_\beta) d^3\vec{v} \right)$$

$$= \sum_n \nu_{n\rightarrow \alpha}^S \frac{m_\alpha n_n (m_\alpha \frac{\vec{v}^2}{2})_n - \nu_{n\rightarrow \alpha}^S n_n (m_\alpha \frac{\vec{v}^2}{2})_\alpha - \sum_\beta \nu_{\alpha,\beta} \left( n_\alpha (m_\alpha \frac{\vec{v}^2}{2})_\alpha - \int \left( m_\alpha \frac{\vec{v}^2}{2} \right) f_{m,\alpha}(\vec{v}, \vec{u}_\beta) d^3\vec{v} \right)}{\text{IV}}$$

$$= \sum_n \nu_{n\rightarrow \alpha}^S \left( m_\alpha n_n \frac{\vec{u}_\alpha^2}{2} + m_\alpha n_n \mathcal{E}_n \right) - \nu_{\alpha}^S \left( m_\alpha n_\alpha \frac{\vec{u}_\alpha^2}{2} + m_\alpha n_\alpha \mathcal{E}_\alpha \right) - \ldots$$

$$\sum_\beta \nu_{\alpha,\beta} \left( m_\alpha n_\alpha \frac{\vec{u}_\alpha^2}{2} - \bar{u}_\beta^2 \right) + m_\alpha n_\alpha \mathcal{E}_\alpha - \frac{3}{2} n_\alpha k_B T_\alpha$$

Now, after substituting $\text{I} - \text{IV}$ into (A.6) many of the terms can be canceled out, and then rearranged to form the energy equation in its most general form

$$\frac{\partial}{\partial t} (m_\alpha n_\alpha \mathcal{E}_\alpha) + \nabla \cdot (m_\alpha n_\alpha \mathcal{E}_\alpha \vec{u}_\alpha) = - (\vec{\Pi}_\alpha \nabla \cdot \vec{u}_\alpha) - \nabla \cdot \vec{Q}_\alpha + \sum_n \nu_{n\rightarrow \alpha}^S \left( m_\alpha n_n \frac{\vec{u}_\alpha^2}{2} - \bar{u}_\beta^2 \right) + m_\alpha n_n \mathcal{E}_n$$

$$\nu_{\alpha}^S m_\alpha n_\alpha \mathcal{E}_\alpha - \sum_\beta \nu_{\alpha,\beta} \left( m_\alpha n_\alpha \mathcal{E}_\alpha - m_\alpha n_\alpha \frac{\vec{u}_\alpha^2}{2} - \frac{3}{2} n_\alpha k_B T_\alpha \right)$$

(A.24)
A.3 Ideal gas in an adiabatic process

The general forms of the conservation equations can be simplified through the assumption of an adiabatic process, which takes the following mathematical form

\[ m_\alpha n_\alpha \varepsilon_\alpha = \frac{p_\alpha}{\gamma_\alpha - 1} \]  \hspace{1cm} (A.25)

and for an ideal gas we can utilize

\[ p_\alpha = n_\alpha k_B T_\alpha \]  \hspace{1cm} (A.26)

Furthermore, if we assume a non-viscous isotropic gas the stress tensor becomes much easier to deal with

\[ \bar{\Pi}_\alpha = p_\alpha \bar{I} \]  \hspace{1cm} (A.27)

Where \( \bar{\Pi}_\alpha \) is the pressure tensor and \( \bar{I} \) is the identity matrix. None of these approximations are needed to simplify the continuity equation (A.15), which is still:

\[ \frac{\partial n_\alpha}{\partial t} + \nabla \cdot (n_\alpha \vec{u}_\alpha) = \sum_n \nu_{n\rightarrow\alpha} n_n - \nu_{\alpha} n_\alpha \]  \hspace{1cm} (A.28)

Only the approximation of the pressure tensor (A.27) is needed to simplify momentum conservation (A.17) to obtain:

\[ \frac{\partial \vec{u}_\alpha}{\partial t} + \vec{u}_\alpha \cdot \nabla \vec{u}_\alpha = \frac{q_\alpha}{m_\alpha} (\vec{E} + \vec{u}_\alpha \times \vec{B}) - \nabla \cdot \rho \alpha \vec{p}_\alpha + \frac{\theta_M}{2} + \sum_n \nu_{n\rightarrow\alpha} n_n (\vec{u}_n - \vec{u}_\alpha) - \sum_{\beta} \nu_{\alpha,\beta} (\vec{u}_\alpha - \vec{u}_\beta) \]  \hspace{1cm} (A.29)

Energy conservation (A.24) is where most of the simplification takes place after applying the adiabatic (A.25), ideal gas (A.26), and non-viscous isotropic pressure approximation (A.27). Ultimately, we get:

\[ \frac{\partial p_\alpha}{\partial t} = -\gamma_\alpha \nabla \cdot (p_\alpha \vec{u}_\alpha) + (\gamma_\alpha - 1) \vec{u}_\alpha \cdot \nabla p_\alpha - (\gamma_\alpha - 1) \nabla \cdot \vec{Q}_\alpha + \sum_n \nu_{n\rightarrow\alpha} m_\alpha \frac{\gamma_\alpha - 1}{\gamma_n - 1} p_n - \sum_{\beta} \nu_{\alpha,\beta} m_\alpha \frac{\gamma_\alpha - 1}{\gamma_\beta} \]  \hspace{1cm} (A.30)
after applying these approximations the gravitational term $\vec{g}_M$ vanishes. We are left with the chemistry heat exchange $\vec{Q}_\alpha$ term, chemistry source term $\nu_{n\rightarrow\alpha}^S$, chemistry loss term $\nu_{\alpha}^L$, and elastic collision term $\nu_{\alpha,\beta}$.

### A.4 Normalized equations

Define the following variables

$$
L_x = x_{\text{max}} - x_{\text{min}} \ ; \ \delta_x = \frac{L_x}{m_x - 1} \ ; \ h_x = \frac{\delta_x}{\ell_0} \\
L_y = y_{\text{max}} - y_{\text{min}} \ ; \ \delta_y = \frac{L_y}{m_y - 1} \ ; \ h_y = \frac{\delta_y}{\ell_0} \\
L_z = z_{\text{max}} - z_{\text{min}} \ ; \ \delta_z = \frac{L_z}{m_z - 1} \ ; \ h_z = \frac{\delta_z}{\ell_0}
$$

$L_x$, $L_y$, and $L_z$ are the domain dimensions in meters. The values $x_{\text{max}}/x_{\text{min}}$, $y_{\text{max}}/y_{\text{min}}$, and $z_{\text{max}}/z_{\text{min}}$ are the outer boundaries of the domain. The parameters $\delta_x$, $\delta_y$, and $\delta_z$ is the domain resolution in meters, which is calculated based on the domain dimensions and the number of grid points denoted by $m_x$, $m_y$, and $m_z$. Finally, the normalized domain resolution is unitless and is given by $h_x$, $h_y$, and $h_z$.

$$
x = x_{\text{min}} + i\delta_x = x_{\text{min}} + ih_x\ell_0 = x_{\text{min}} + \hat{x}\ell_0 \\
y = y_{\text{min}} + j\delta_y = y_{\text{min}} + jh_y\ell_0 = y_{\text{min}} + \hat{y}\ell_0 \\
z = z_{\text{min}} + k\delta_z = z_{\text{min}} + kh_z\ell_0 = z_{\text{min}} + \hat{z}\ell_0
$$

$$
\hat{x} = \frac{x - x_{\text{min}}}{\ell_0} = ih_x \\
\hat{y} = \frac{y - y_{\text{min}}}{\ell_0} = jh_y \\
\hat{z} = \frac{z - z_{\text{min}}}{\ell_0} = kh_z \\
\hat{t} = \frac{t - t_{\text{min}}}{\tau_0}
$$
Grid coordinates are given by \(i, j, k\). Geometric coordinates are then given in meters and represented by \(x, y, z\). Reduced variables are unitless and are shown as \(\hat{t}, \hat{x}, \hat{y}, \hat{z}\). The normalization can be fully defined by four reference parameters: \(m_0\) (normalization mass), \(q_0\) (normalization charge), \(B_0\) (normalization magnetic field), \(n_0\) (normalization number density). Altogether these define the normalization plasma. This is a plasma with a density \(n_0\) of particles with mass \(m_0\) and charge \(q_0\) in a magnetic field \(B_0\). The normalized plasma gyroperiod \(\tau_0\) and inertial length \(\ell_0\) are given by:

\[
\tau_0 = \frac{1}{\Omega_{\text{g}, 0}} = \frac{m_0}{q_0 B_0}
\]

\[
\ell_0 = \frac{c}{\omega_{\text{p}, 0}} = \frac{1}{\sqrt{\mu_0 \varepsilon_0}} = \sqrt{\frac{m_0}{n_0 q_0^2 \mu_0 n_0}}
\]

Assuming that \(m_0\) and \(q_0\) are set, then \(\tau_0\) is solely defined by \(B_0\), and \(\ell_0\) by \(n_0\). The normalized variables are given below:

\[
\hat{x}_\alpha = \frac{\bar{x}_\alpha}{\ell_0} ; \quad \hat{v}_\alpha = \frac{\bar{v}_\alpha}{u_0} ; \quad \hat{n}_\alpha = \frac{n_\alpha}{n_0} ; \quad \hat{u}_\alpha = \frac{\bar{u}_\alpha}{u_0} ; \quad \hat{p}_\alpha = \frac{p_\alpha}{p_0} ; \quad \hat{B} = \frac{\bar{B}}{B_0} ; \quad \hat{E} = \frac{\bar{E}}{E_0} ; \quad \hat{J} = \frac{\bar{J}}{J_0} ; \quad \hat{u}_n = \frac{\bar{u}_n}{u_0}
\]

The continuity equation for ions utilizes the normalization gyroperiod and is taken from the ideal gas approximation for the conservation of mass (A.28)

\[
\frac{\partial \hat{n}_i}{\partial t} + \nabla \cdot (\hat{n}_i \hat{u}_i) = \sum_n \nu_{n \rightarrow i}^S \tau_0 \hat{n}_n - \nu_i^l \tau_0 \hat{n}_i \tag{A.31}
\]
Table A.1: Normalization of the equations.

<table>
<thead>
<tr>
<th>symbol</th>
<th>definition</th>
<th>symbol</th>
<th>interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(alt.)</td>
<td>(w.r.t. the normalization plasma)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_0$</td>
<td>number density</td>
<td>$B_0$</td>
<td>background magnetic field</td>
</tr>
<tr>
<td>$m_0$</td>
<td>particle mass</td>
<td>$q_0$</td>
<td>particle charge</td>
</tr>
<tr>
<td>$\tau_0 = \frac{m_0}{q_0 B_0}$</td>
<td>gyroperiod</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ell_0 = \sqrt{\frac{m_0}{q_0^2 \mu_0 n_0}}$</td>
<td>inertial length</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_0$</td>
<td>number density</td>
<td>$u_0 = \frac{\ell_0}{\tau_0} \frac{B_0}{\sqrt{m_0 n_0 \mu_0}}$</td>
<td>Alfvén speed</td>
</tr>
<tr>
<td>$a_0 = \frac{\tau_0}{\ell_0} \frac{B_0^2}{\mu_0}$</td>
<td>acceleration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_0 = \frac{B_0^2}{\mu_0} m_0 n_0 u_0^2$</td>
<td>kinetic/magnetic pressure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J_0 = q_0 n_0 u_0$</td>
<td>current</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_0 = u_0 B_0$</td>
<td>electric field</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_0$</td>
<td>magnetic field</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_0 = \frac{B_0}{q_0 n_0}$</td>
<td>plasma resistivity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_0 = \frac{4\pi}{\mu_0} B_0 \ell_0^3$</td>
<td>magnetic dipole moment</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We employ the quasi-neutrality assumption, which tells us that the number of electrons are always equal to the sum of the ions

$$\hat{n}_e = \sum_i \hat{n}_i$$  \hspace{1cm} (A.32)

Starting from (A.29) and utilizing the normalization parameters and the fact that the
heat term is dropped, the momentum equation for ions yields:

\[
\frac{\partial \hat{u}_i}{\partial t} = - \hat{u}_i \cdot \hat{\nabla} \hat{u}_i + \frac{\hat{q}_i}{\hat{m}_i} \left( \hat{E} + \hat{u}_i \times \hat{B} \right) - \frac{\nabla \hat{p}_i}{\hat{m}_i \hat{n}_i} - \frac{g_{M,2}}{a_0} \left( 1 + \frac{z}{R_M} \right)^2 + ... \tag{A.33}
\]

\[
\sum_n \nu_{n,i} S_n \hat{m}_i \hat{n}_i \hat{u}_i = \sum_{\beta} \nu_{i,\beta} \tau_0 \left( \hat{u}_\beta - \hat{u}_i \right)
\]

The electron velocity is derived by employing Ampere’s law of currents:

\[
\hat{J} = \sum_\alpha q_\alpha n_\alpha \hat{u}_\alpha \quad \Rightarrow \hat{u}_e = \sum_i q_i n_i \hat{u}_i - \frac{\hat{J}}{en_e}
\]

And therefore:

\[
\hat{u}_e = \sum_i \frac{\hat{q}_i \hat{n}_i}{\hat{q}_e \hat{n}_e} \hat{u}_i - \frac{\hat{J}}{\hat{q}_e \hat{n}_e}
\tag{A.34}
\]

Starting from the approximation of an ideal gas in an adiabatic process, neglecting the heat term, and assuming elastic collisions, conservation of energy for ions is simplified to:

\[
\frac{\partial \hat{p}_i}{\partial t} = \gamma_i \hat{\nabla} \cdot (\hat{p}_i \hat{u}_i) + (\gamma_i - 1) \hat{u}_i \cdot \hat{\nabla} \hat{p}_i + \sum_n \nu_{n,i} S_n \tau_0 \hat{m}_i \hat{n}_i \frac{\gamma_i - 1}{\hat{m}_n \gamma_n - 1} \hat{p}_n - ... \tag{A.35}
\]

\[
\nu_{1,i} \tau_0 \hat{p}_i + (\gamma_i - 1) \sum_n \nu_{n,i} S_n \hat{m}_i \hat{n}_i \frac{(\hat{u}_n - \hat{u}_i)^2}{2}
\]
And through the same process electron energy is given:

\[
\frac{\partial \hat{p}_e}{\partial t} = \gamma_e \hat{\nabla}_r \cdot (\hat{p}_e \hat{u}_e) + (\gamma_e - 1) \hat{u}_e \cdot \hat{\nabla}_r \hat{p}_e + \sum_n \nu_{n \rightarrow e}^S \tau_0 \frac{\hat{m}_e}{\hat{m}_n} \frac{\gamma_e - 1}{\gamma_n - 1} \hat{p}_n - \\
\nu_{e}^L \tau_0 \hat{p}_e + (\gamma_e - 1) \sum_n \nu_{n \rightarrow e}^S \tau_0 \hat{m}_e \hat{m}_n \frac{(\hat{u}_n - \hat{u}_e)^2}{2}
\]  
(A.36)

Together these equations form the fluid description of M⁴. The electrodynamic description is given by Ampère's Law (A.37), Faraday's law (A.38), and Generalized Ohm's law (A.39).

\[
\dot{\mathbf{j}} = \hat{\nabla}_r \times \hat{\mathbf{B}}
\]  
(A.37)

\[
\frac{\partial \hat{B}}{\partial t} = -\hat{\nabla}_r \times \hat{E}
\]  
(A.38)

\[
\dot{\mathbf{E}} = -\sum_i \frac{\hat{q}_i}{\hat{q}_e} \hat{m}_i \hat{u}_i \times \hat{B} + \frac{\hat{J} \times \hat{B}}{\hat{q}_e \hat{m}_e} - \hat{\nabla}_r \hat{p}_e + \frac{\hat{m}_e}{\hat{q}_e} \sum_n \nu_{n \rightarrow e}^S \tau_0 (\hat{u}_n - \hat{u}_e) + \\
\frac{\hat{m}_e}{\hat{q}_e} \sum_n \nu_{n \rightarrow e}^S \tau_0 (\hat{u}_n - \hat{u}_e) + \frac{\hat{m}_e}{\hat{q}_e} \sum_i \nu_{i \rightarrow e} \tau_0 (\hat{u}_i - \hat{u}_e)
\]  
(A.39)
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