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ABSTRACT 

Significant developments have been made in designing and implementation of Advanced 

Air Mobility Vehicles (AAMV). However, wider applications in urban areas require 

addressing several challenges, such as safety and quietness. These vehicles differ from  

conventional helicopter in that they operate at a relatively lower Reynolds number. More 

chiefly, they operate with multiples of rotors, which may pose some issues aerodynamically, 

as well as acoustically.  

The aim of this research is to first investigate the various noise sources in multi-rotor 

systems. High-fidelity simulations of two in-line counter-rotating propellers in hover, and in 

forward flight conditions are performed. Near field flow and acoustic properties were resolved 

using Hybrid LES-Unsteady RANS approach. Far-field sound predictions were performed 

using Ffowcs-Williams-Hawkings formulation. The two-propeller results in hovering are 

compared with that of the single propeller. This enabled us to identify the aerodynamic changes 

resulting from the proximity of the two propellers to each other and to understand the 

mechanisms causing the changes in the radiated sound. It was discovered that there is a dip in 

the thrust due to the relative proximity of the rotors. Owing to this, there is also some acoustic 

banding above the rotors mainly because they operate at the same rotational rate. We then 

considered the forward flight case and compared it with the corresponding hovering case. This 

enabled us to identify the aerodynamic changes resulting from the incoming stream. By 

examining the near acoustic field, the far-field spectra, the Spectral Proper Orthogonal 

Decomposition, and by conducting periodic averaging, we were able to identify the sources of 

the changes to the observed tonal and broadband noise. The convection of the oncoming flow 
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was seen to partially explain the observed enhancement in the tonal and BBN, compared to the 

hovering case.  

It is well known that High fidelity methods are critical in predicting the full spectrum of 

rotor acoustics. However, these methods can be prohibitively expensive. We present here an 

investigation of the feasibility of reduction methods such as Proper Orthogonal Decomposition 

as well as Dynamic Mode decomposition for reduction of data obtained via Hybrid Large-

Eddy – Unsteady Reynolds Averaged Navier Stokes approach (HLES) to be used further to 

obtain additional parameters. Specifically, we investigate how accurate reduced models of the 

high-fidelity computations can be used to predict the far-field noise. It was found that POD 

was capable of reconstructing accurately the parameters of interest with 15-40% of the total 

mode energies, whereas the DMD could only reconstruct primitive parameters such as velocity 

and pressure loosely. A rank truncation convergence criterion > 99.8% was needed for better 

performance of the DMD algorithm. In the far-field spectra, DMD could only predict the tonal 

contents in the lower- mid frequencies whiles the POD could reproduce all frequencies of 

interest. 

Lastly, we develop an active rotor noise control technology to reduce the in-plane thickness 

noise associated with multi-rotor Advanced Air Mobility Vehicles (AAMV). An actuation 

signal is determined via the Ffowcs-Williams-Hawking (FWH) formula. Two in-line rotors are 

considered and we showed that the FWH-determined actuation signal can produce perfect 

cancellation at a point target. However, the practical need is to achieve noise reduction over an 

azimuthal zone, not just a single point. To achieve this zonal noise reduction, an optimization 

technique is developed to determine the required actuation signal produced by the on-blade 

distribution of embedded actuators on the two rotors. For the specific geometry considered 
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here, this produced about 9 dB reduction in the in-plane thickness noise during forward flight 

of the two rotors. We further developed a technology that replaces using a point actuator on 

each bladed by distributed micro actuators system to achieve the same noise reduction goal 

with significantly reduced loading amplitudes per actuator. 

Overall, this research deepens the knowledge base of multi-rotor interaction. We utilize 

several techniques for extracting various flow and acoustic features that help understand the 

dynamics of such systems. Additionally, we provide a more practical approach to active rotor 

noise control without a performace penalty to the rotor system. 
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1 Introduction 

The projected increase in Advanced-Air-Mobility Vehicles (AAMV), such as Electrical 

Vertical-Take-Off and Landing (eVTOLs), has necessitated the need to focus on reduction of the 

noise associated with such systems to address the adverse effect on community as highlighted by 

several NASA workshops [1]. Progress in its implementation is hindered by the concerns about its 

safety and the associated noise annoyance near vertiports [2–6]. From an aerodynamic point of 

view, the most safety-critical situations for civilian aircraft are during takeoff and landing. The 

Federal Aviation Administration (FAA), as well as other international aviation regulators have 

imposed stringent regulations on aircraft noise [7]. For these regulations to be met, AAMV 

vehicles would have to be significantly quieter. It can easily be seen that with the assumption of 

the onset of the age of personal flying cars, there would be detrimental effects of noise on human 

health. Noise has been related to permanent hearing loss [3], sleep disorders [4], mental [5] and 

cognitive issues [6], to say the least. Realizing that aircraft noise is also a health-safety hazard to 

populations around airports, the FAA has modified the aircrafts takeoff and landing operations 

around airports to minimize the noise impact on the populations around airports, thus aero-safety 

and aero-noise are coupled. More so, in several military applications, stealth of UAM vehicles is 

a must.  

Propellers are usually used for propulsion and are mostly powered by an electric or hybrid-

electric source. Small AAMV usually carry no people and fly at low- to mid- altitude, while the 

eVTOL carries people (less than 6) and flies on-demand in low altitudes between vertiports at 

urban areas. Some literatures classify these vehicles in terms of passenger capacity or maximum 

takeoff weight [8], or by size (see Figure 1-1). Most of these aerial vehicles have multiples of 

rotors with some vehicles such as the Volocopter air taxi having as many as 18 rotors. Several 
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complications arise from the aerodynamic and aero-acoustic point of view for these multi-rotor 

systems. One of the goals of this research is to investigate the dominant noise sources for such 

systems through high-fidelity modeling. After this knowledge has been established, we would then 

attempt to mitigate some of the noise sources via active noise control. 

 

Figure 1-1 Classification of Urban Air Mobility based on size.  

1.1 Review of Relevant Literature for Multi-Rotor Noise Prediction 

To begin, we briefly discuss the general noise sources for rotor systems. Noise radiated by 

rotors is composed of tonal noise and Broad-Band Noise (BBN). Tonal noise occurs at discrete 

frequencies, while BBN extends over a wide range of frequencies. The propeller tonal noise is 

usually split into loading noise and thickness noise and is characterized by sharp tonal noise at the 

Blade-Passing-Frequency (BPF) and its harmonics. The BBN is created by turbulence effects and 

non-linearities in the flow [9] and originates from various sources, including, the turbulent leading 

or trailing edge of the boundary layer, and separation effects, among other sources (see Figure 

1-2). Tonal noise is well studied, but the broadband noise is not easily computed. In the case of 

AAMV, due to multi-rotor interactions, and unsteady operations, BBN may be of the same order 

Advanced 
Air 

Mobility

Small

mAVs sUAVs

Medium
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as tonal noise. As such, the NASA AAMV-Working Noise Group [10] has indicated that there is 

need to develop schemes to predict broadband noise that rely less on empirical data. 

 

 Figure 1-2 Schematic of Propeller Noise Sources 

Noise generated by an isolated rotor at hovering conditions has been studied both 

experimentally as well as numerically by Zawodny et. al [11], and Mankbadi et al. [12]. It was 

found that the broadband levels in the low-mid frequency range were significant. Also, an 

investigation into the broadband noise sources revealed that the wake was a significant contributor, 

as well as the unsteady pressure on the blade surface and trailing edge noise. In forward flight 

conditions, several researchers have performed both experimental and preliminary numerical 

studies. Yang et al. [13] considered an isolated rotor in flight. Their data showed that both the tonal 

and broadband noise increases with either increasing the flight speed or the rotor’s tilt angle 

relative to the free stream. 

AAMV are characterized by multiple rotors near each other as well as to the wing and fuselage. 

Rotor Interactions (see Figure 1-3) can be classified as rotor-rotor interactions or rotor interaction 

with other structures than the rotor, such as the wing or the fuselage. Rotor-wing or rotor-fuselage 

interaction would require resolving complex geometries and including scattering effects. In 

conventional rotorcraft, this is usually less of a noise source and more of an influence on the trim 

Rotor Noise

Harmonic

Loading 

Thickness

Broadband
Boundary layer turbulence, 

rotor-rotor interactions, 
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state of the vehicle because the rotors are not close to wings. In many AAMV vehicles, rotors and 

propellers are close to wings. This proximity allows blade passage effects on the flow field of the 

wing, causing unsteady loading on the wing, which function as a noise source [14]. Also, If the 

rotors are behind the wing or fuselage, then the rotor ingests the wake from the wing or fuselage, 

increasing the unsteady loading noise from the rotor, resulting in fuselage wake noise. Due to the 

number of rotors and placement on many proposed AAMV vehicles, this is anticipated to be more 

important sources than in conventional rotorcraft. Since the wake can be composed of a periodic 

or turbulent structure, this interaction can lead to both tonal and broadband noise [15]. 

Noise generation for such multi-rotor vehicle is highly dependent on the tip Mach number and 

Reynolds number of the flow. At high tip Mach numbers, 𝑀𝑡𝑖𝑝 > 0.65, the thickness noise 

dominates the total noise levels. However, as the tip Mach number reduces, the relative importance 

of broadband noise becomes prevalent especially at 𝑀𝑡𝑖𝑝 ≤  0.5 [16]. The broadband noise is 

primarily generated by the unsteady pressure fluctuations of the blade surface, as well as the 

increase in turbulent boundary layer interactions with an increase in the sectional blade angle of 

attack. The steady loading noise is discussed to be primarily generated by the convective 

amplification of the flow in forward flight, as well as the steady pressure differentials responsible 

for the rotor thrust. 

 Several experimental investigations have been conducted to examine the Multi-Rotor-

Interaction (MRI) noise at hover conditions. Experimental observations have shown several 

interesting features: Both the tonal and broadband noise were found to increase due to the 

interaction and that the effect decreases as the separation distance increases [17,18]. The directivity 

pattern is seen to be omni directional in the plane of rotation [19]. Again, in forward flight, detailed 

studies were conducted by Zawodny & Pettingill [20], Intaratep et. al [21], Wang et al. [22] and 
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Alexander & Crofton [23], among others. These works have investigated the acoustic 

characteristics of a representative multicopter system in simulated forward flight conditions. The 

experiments revealed several interesting features, such as the effect of wake generated by one 

propeller on the broadband noise of the other rear rotor, tonal noise interactions, and how the 

directivity pattern changes with rotor-rotor interactions. On the numerical side, Lee & Lee [24] 

studied MRI in forward flight by simplifying the governing equations using the vortex lattice 

approach.  

 

Figure 1-3 Schematic of various multi-rotor noise sources [10] 

There are several levels of fidelity in noise predictions. High-Fidelity studies such as the 

computations performed by Diaz et al. [25] are quite expensive. Full configuration of a small-scale 

UAS with a fuselage was simulated by Cadieux et. al[26].They also mention that the computation 

was CPU intensive. Faster methods exist such as the nonlinear vortex lattice method [24,27], as 

well as the semi-empirical approach of ANOPP [28]. However, these methods can be limited in 

accuracy (e.g., Rizzi et al. [29]). 

As aforementioned, LES computations are quite resource intensive. In several use cases, 

especially in acoustic processing, the simulations may need to be run again to collect data or 

information for different target observer locations. To avoid multiple runs of the same case, we 
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look at the feasibility of reduction methods and models for reproducing such high-fidelity data for 

reuse.  

Recently, advances in data science and machine learning have provided opportunities to apply 

these relatively new technologies to CFD. Using modal decomposition, we can approximate the 

resulting flow field using Proper Orthogonal Decomposition (POD)[30,31], Spectral POD [32], 

and Dynamic Mode Decomposition (DMD) [33,34]. Traditionally, such methods have been used 

to reconstruct flow fields with inputs either from experiments or CFD. Several researchers have 

utilized POD methods to understand the physics of various flows such as cavity flows [35], 

pitching airfoils [36] to name a few. Towne & Schmitz utilized Spectral POD methods to 

investigate the coherent structures of a jet. Countless researchers have utilized DMD for various 

studies. Rowley & Dawson [37] provide an extensive review of these models and their utilization 

in great detail. Generally, reduced order models are generally used for either an interpolation type 

case, usually PODs [38,39], or an extrapolation type case, usually DMDs, with very few extensions 

of POD for extrapolation over the years [40,41].  

Originally, the POD originates from the field of turbulence and was first introduced by Lumley 

[30,31]. This technique attempts to decompose a random vector field into a set of deterministic 

functions that capture some fractions of the original data. It essentially reduces the order of the 

fidelity whiles attempting to retain the “important” features of the flow. POD attempts to find 

spatial correlations in the flow and to find low rank number of modes to reconstruct the original 

data. One of the advantages of POD is the ability to provide a straightforward ranking of the weight 

of each mode of the data set but presents some limitations in resolving heavily time dependent 

systems or structures in the flow. To remedy this, the DMD algorithm[34] was introduced.  
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DMD computes the set of dynamic modes which are each associated with a frequency and a 

decay/growth rate. It is useful for finding correlations with coherent structures in the domain and 

has the capability to consider the temporal dimension as well in the form of a Fast Fourier 

Transform (FFT), however, there is no simple way to rank the generated modes, which would be 

discussed further in Section 3. Another prong of this research is to investigate how feasible these 

modeling techniques are in modeling the high-fidelity aerodynamics and aeroacoustics of a rotor 

in hover as a starting point. 

 

1.2 Review of Relevant Literature for Active Rotor Noise Control 

Rotor noise can generally be categorized into mechanical (engine, motor, and transmission) 

and aerodynamic noise, but our concern here is the aerodynamically- generated noise. This in turn 

can be divided into deterministic (tonal) noise, and non-deterministic (broadband) noise[42]. The 

tonal noise is usually split into thickness and loading noise. Broadband Noise (BBN) comprises 

turbulence noise, rotor self-noise, blade-wake interaction noise, and other sources. 

Several ideas have been spurned to passively reduce the noise signatures of propellers over the 

past decade. For tonal noise reduction, Lu, et al. [43] researched on the use of ducts with acoustic 

absorption materials to reduce the noise. They tested two ducts – one with perforated internal walls 

and one without perforations. Both ducts showed deleterious effects in thrust, with a 10-20% 

reduction in thrust, and overall noise level increase of ~5 -10 dBA. Stacking two propellers on top 

of each other was found to increase the overall propulsive efficiency[44,45]. Loss of thrust and 

propulsive efficiency was observed in the front (or top) propeller [45], while an increase in thrust 

and propulsive efficiency was observed for the bottom propeller. Diaz et al.[46] investigated the 

effects of ducts on coaxial rotors in hover using high-fidelity CFD [46]. They performed some 
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qualitative acoustic analysis on the various configurations evaluated and saw that placing the duct 

around the lower propeller of the coaxial system resulted in reduced acoustic signature. For the 

same thrust, increasing the number of blades reduces the tonal noise. Increasing the number of 

blades from two blades to four blades resulted in 10 dB reduction, but also increases the frequency 

of the noise [47]. This may increase the broadband noise floor, and hence increase the perceived 

noise level. Unequal blade spacings were found to diminish tones at the BPF harmonics [47]. 

Reducing the diameter of the propeller reduces the tip Mach number for a given rotational rate and 

the noise as well. A tip Mach number reduction from 𝑀𝑇 = 0.6 to 𝑀𝑇 = 0.53 was seen to have an 

acoustic energy difference of 6 dB [47].  

Leslie, et al. [16] investigated the main sources of broadband noise for small scale propellers 

at low Reynolds numbers and found it to be a result of the trailing edge boundary layer thickness 

caused by a laminar separation bubble on the suction side of the propeller. They used a leading-

edge trip and serrations placed prior to the laminar separation to reduce trailing edge thickness 

which resulted in a decrease in turbulent boundary-layer trailing edge noise. They reported an 

overall broadband reduction of up to 4 dB in static tests. An important takeaway mentioned is that 

this method would only be effective for cases where there was a presence of a laminar separation 

bubble, which was mentioned to be the case only for cruise conditions, and thus would perform 

poorly for take-off conditions where blade loading is highest. Other passive control methods such 

as reducing tip speed by using small-diameter rotors, increasing the blade count, using serrated 

trailing edges [48], to name a few, have been suggested and tested with some limited results. Phase 

synchronization has been explored as a possible noise reduction technique that leverages 

destructive interference of coherent (tonal) acoustic source field between a system of propellers 

rotating at equivalent rates. The overall directivity of the blade passage frequency noise can be 
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modified, with a reduction as high as 28.6 dB recorded [49]. Generally, noise reduction from 

passive methods has limited successes whiles limiting in some cases the aerodynamic performance 

of the rotors. As such a more active control method is desired. 

Active Noise Control (ANC) is an alternative approach that differs from the passive 

techniques, in that it is engaged only when needed. Since AAMV noise may be particularly critical 

as it approaches the target observer, or during take-off and landing, ANC may be an appropriate 

technology. 

The notional principle that the sound pressure can be mitigated by superimposing a secondary 

noise source that is in phase with but opposite in amplitude to the primary source was first 

introduced by Lueg [50]. Lueg’s idea developed eventually into the field of active noise control. 

Three main classification of active noise control mechanisms were devised – Zone Control, On-

blade or source modification, and sound absorption [51]. For simplicity, the sound absorption 

mechanism would be omitted as it pertains mainly to the fuselage/cabin noise control. 

1.2.1 Zone Control 

The first type of ANC is sound field cancellation or zone control. To execute a zone control, a 

zone of silence is needed around the sound source. One method for achieving this is the use of 

anti-noise. The basic principle is that if the noise at the target point is a simple wave, one can 

impose an identical wave to it with a 180 degrees phase shift to cancel it. A perfect application of 

this mechanism is the noise cancelling headphones, first developed by Meeker of RCA [52]. 

Practical applications of this kind of mechanism are limited to relatively enclosed regions. Usually, 

a feedback loop is needed. A sensor measures the radiated sound, which is fed into a 

microprocessor to determine the anti-noise signal needed for sound suppression. Complete 

cancellation at a given point, in principle, can be achieved via an iterative process through the 
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feedback mechanism. Ikelheimer & Nagel [53] considered a propeller surrounded by four speakers 

to create a zone of silence. The method worked best at the specific target location, but other 

locations saw increases in the sound pressure level. Increasing the number of speakers was found 

to be more effective. Deviating slightly from rotors, some successes have been seen in experiments 

by Koopmann et al. [54] with 10-20 dB noise reductions in centrifugal fans. This technique 

becomes unfeasible for open rotors as it would require a high acoustic impedance to counter the 

noise source for every observer location [53]. 

1.2.2 On-Blade Actuation 

The second type of ANC is the modification or suppression of the sound generation, is the case 

where a modification is done on the blade to alter the radiation impedance of the original noise 

source for acoustic mitigation. Most active rotor noise control ideas fall under this mechanism or 

classification. Several decades of research and studies were directed towards BVI noise reduction, 

vibration reduction, and performance enhancement [55–57]. On-blade active rotor control methods 

such as higher harmonic control (HHC), individual blade control (IBC), trailing edge flap (TEF), 

blowing on or near the rotor blade have been tested as potential ways of altering the wake structure, 

and subsequently the reduction of the BVI effects [56].  

Higher harmonic control system is an active vibration control mechanism where the rotor 

blades are oscillated at higher harmonics of the rotational speed. Although originally devised as a 

method for vibrational reduction, it was suggested as a potential method for reducing BVI in the 

late 1980s [57]. However, it was determined that when implemented, fuselage vibration levels 

were drastically increased when driven at low BVI noise frequencies[58,59]. This can be reduced 

by applying the excitation at a higher harmonic frequency, which ultimately led to the development 

of the individual blade control methods. eVTOLs are generally scaled down variants of rotorcrafts 



 

 

11 

 

with multiple rotor systems. Applying this method of active rotor control might prove quite 

deleterious as the vibrations or excitation of the oscillations from all the rotors might introduce 

some structural issues and may reduce the level of comfort in the fuselage/cabin. Several active 

control research have been done particularly for helicopter rotors with little to none done for small-

scale rotors for UAVs. However, we review a few techniques and their feasibility and successes.  

Anobile et al.[60] developed a low-frequency controller geared towards reducing helicopter 

rotor BVI noise. They utilized an active twist rotor concept via torque load distributions at 2/rev 

frequency. They applied this methodology numerically to a scaled Bo-105 4-bladed helicopter 

main rotor, with a radius of 2 meters, a constant chord of 0.212 meters, linear twist of -8 degrees, 

and a rotational speed of 109 rad/s. The general Kussner-Schwarz theory was employed to 

determine the unsteady aerodynamic loads associated with the profile downwash. Aeroelastic 

computations were performed to account for the blade deformation and its effects on the wake. 

The wake inflow was then predicted using a free-wake boundary element solver. They performed 

an open-loop control using the active twist, which showed that a 2/rev actuation was effective in 

reducing the BVI sound pressure level by about 2 dB. However, this also resulted in an increase 

in vibratory loads and low frequency noise of about 3 dB. Using the microphones below helicopter 

and at the skid ends, a closed loop controller was developed which resulted in a maximum BVI 

sound pressure level reduction of 6 dB at the retreating side. 

Generally, for rotorcrafts in forward flight, it is quite known that the in-plane thickness noise 

is especially important and has been shown to be partly due to the blade vortex interaction (BVI) 

[55]. Helicopters usually operate at relatively low altitudes, with the rotor disk slightly tilted 

downward. This is similar to the flight attitude of UAVs. For this reason, in-plane rotor noise levels 

are high and radiates mainly at the lower frequencies that propagate at much larger distances. 
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Alluding to the more recent eVTOLs that would be in this flight envelope, it is imperative that this 

in-plane rotor noise be alleviated. We explore here some of the methods devised over the years in 

reducing the thickness noise. 

One of the earliest proven tests of the concept of on-blade actuation for harmonic noise control 

was the full-scale “Boeing SMART” rotor [61]. They utilized an active trailing edge flap for the 

blade noise control. The results showed that placing the controls near the tips is an effective 

thickness noise control, with the total thickness noise reduced to about 50% in amplitude.  

Sargent & Schmitz [55,62,63] performed experiments with a 1/7th scale rotor, where they used 

tip mass ejection to attempt to reduce specifically the in-plane thickness noise. They implement 

this by extracting out the mass flow rate equation and comparing with the Ffowcs-Williams 

Hawking (FWH) equation [64]. For an idealized point source ejecting mass into a quiescent 

medium, the jet mass flow rate is given as [63]: 

𝑚̇𝑗𝑒𝑡 = 𝜌𝑗𝑒𝑡𝐴𝑗𝑒𝑡𝑉𝑗𝑒𝑡 (1.1) 

With velocity of source moving with respect to the medium 𝑉⃗ 𝑠𝑜𝑢𝑟𝑐𝑒 = Ω⃗⃗   𝑥 𝑟 𝑗𝑒𝑡+ 𝑉⃗ ∞ . 

Assuming 𝜌𝑗𝑒𝑡 = 𝜌0 then: 

𝐹 𝑗𝑒𝑡 = 𝑚̇𝑗𝑒𝑡(𝑉⃗ 𝑗𝑒𝑡 + 𝑉⃗ 𝑠𝑜𝑢𝑟𝑐𝑒) = 𝑚̇𝑗𝑒𝑡(𝑉⃗ 𝑗𝑒𝑡 + Ω⃗⃗   𝑥 𝑟 𝑗𝑒𝑡+ 𝑉⃗ ∞) (1.2) 

 The anti-noise acoustic pressure was derived to be the combination of the pressure due to the 

mass injection term, and that due to the momentum injection. They utilized a cumbersome jet 

powered by a compressor which was ducted through the blades. For actuation, they explored two 

main valve control techniques. The first was generating a sinusoidal jet by applying a sine voltage 

to the pneumatic motors. They noticed a lag and difference in the actual amplitude of the jet which 

affected the amplitude of the anti-noise. This also affected the harmonic of the wave as it generated 

a 2 per rev excitation. Next, they explored a single pulse valve control. This generated a 3-per rev 
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harmonic, which meant a higher rate of change of the jet, and thus increased the peak amplitude 

and decreased the pulse width. Overall, this method resulted in a reduction of the peak negative 

amplitude of the test rotor’s radiated noise by 5 Pa at the target microphone but was impractical as 

the required mass flow rate needed required a high exit jet velocity profile. 

Another approach was performed by Shi et al [65]. They explored the use of trailing edge 

winglets for unsteady force excitation. This method specifically looks to target the rotor thickness 

noise. This involved the application of unsteady aerodynamic forces to excite a secondary or anti-

sound wave. This excitation was done with the use of a trailing edge winglet near the tip of the 

rotor. A harmonic formulation for prescribing the motion of the trailing edge winglet actuator was 

devised: 

𝐹 = 𝐹𝑛 sin(𝑛𝜓 +  𝜓𝑜) (1.3) 

where 𝐹𝑛 is amplitude, 𝑛 is the harmonic, 𝜓 & 𝜓o are azimuthal angle and initial excitation 

angle. The limitations of this approach were that the formulation of the anti-noise actuation 

depends on the correct amplitude of the forcing function, 𝐹𝑛, the harmonic number, and the phase 

angle. There was no direct correlation to obtain the exact wave form without experimentation. 

Yang et al [66] tackled the problem by relating the in-plane thickness noise to a point source 

loading noise formulation. From the Differential form of the FWH[64], the loading noise is given 

as: 

𝑝𝐿
′ (𝑥, 𝑡) =

1

4𝜋𝑐0

[
1

𝑟(1 − 𝑀𝑟)
2

𝜕𝐿𝑟

𝜕𝜏
+

𝑐0𝐿𝑟

𝑟2(1 − 𝑀𝑟)
+

𝐿𝑟 (𝑟𝑀𝑟

·

+ 𝑐0𝑀𝑟 − 𝑐𝑂𝑀2)

𝑟2(1 − 𝑀𝑟)
3

]

ret

 (1.4) 

By equating the thickness noise at an observer to the loading noise: 

𝑝𝐿
′ (𝑥, 𝑡) = −𝑝𝑇

′ (𝑥, 𝑡) (1.5) 

This was then reformulated as a first order ordinary differential equation (ODE), the solution 

of which is the loading anti-noise signal needed to cancel the in-plane thickness noise for a target 
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observer. This technique was implemented both numerically and experimentally using a flap for a 

single observer and a single rotor blade. They tested two actuators – an active flap and a winglet 

on the blades and found that the active flap resulted in about 3dB noise reduction over an azimuth 

range of 150 to 210 degrees, and the winglet showed more than 6dB reduction over an azimuthal 

range of 120 to 240 degrees in the rotor plane. 

All the discussed methods have proven to be successful in cancelling thickness noise, but the 

practicality of the applications is still questionable. The use of the active flaps showed great 

promise, but its effects on the blade loading and performance, as well as the structural integrity of 

the blades is yet to be understood. Also, the methods discussed have all been tested on single rotor 

blades, and thus their applicability in multi-bladed and multi-rotor systems must be explored. 

1.3 Research Objectives 

The main objectives of the current dissertation are presented here: 

• Simulations of multi-rotor interaction noise at hovering & forward flight conditions. 

With the onset of the age of advanced air mobility vehicles, there are several 

limitations to the design of these AAMVs. One such limitation is the noise it would 

generate. The noise generated by these multi-rotor systems becomes increasingly 

complicated. We set out to explore, using high-fidelity computational methods, the 

various noise sources for multi-rotor systems. The complex dynamics of the wake and 

rotor systems require careful grid generation, selection of numerically accurate 

schemes, and turbulent models as well as non-reflective boundary treatments. We take 

a look at the aerodynamics of such systems as well as the near and far-field 

aeroacoustics for both hovering rotors and rotors in forward flight. 
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• Application of Data Reduction methodologies to rotor noise prediction. As discussed 

earlier, accurate predictions of multi-rotor systems require very high fidelity in the 

form of either HLES or pure LES computations, which are both computationally and 

storage intensive. Especially for acoustics, it requires a predetermined knowledge of 

the target observers. However, after this computation has been run, there is no way of 

revisiting the case, for further processing at a different observer location, as for most 

solvers, the intermediary surface integration is not stored. Another prong of this 

dissertation is to investigate the feasibility of data reduction methods – POD and 

DMD, and how they can model the highly unsteady flow field of a rotor in hover as a 

model problem, as well as their ability to regenerate data on the fly for far-field 

acoustic predictions. 

• Development of Active noise control of multi-rotor advance air mobility vehicles. 

After the dynamics and relative importance of the noise sources are understood, we 

take a look at an active technique for reducing, as a model case, the in-plane thickness 

noise using embedded actuators. Extension formulations are developed using FWH 

equations that can cancel the noise of multirotor systems and for a target zone of 

observers. One of the main challenges of this approach is that obtaining a simple anti-

noise signal for a target zone is no easy feat. This is because each target location 

relative to the source is phase-shifted from each other. As such to find a feasible 

solution, a complex fitness function has to be developed using a genetic algorithm to 

find a global minima for the total noise for the specified target zone. With the proof of 

concept developed, the feasibility and practicality of this method will then be explored, 

and some modifications or corrections would be introduced. 
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1.4 Dissertation Organization 

In this subsection, we discuss briefly the organization and overview of this dissertation. 

The dissertation would be split mainly into three parts. Chapter 2 tackles the high-fidelity 

computations of multi-rotor aerodynamics and noise in hover and forward flight conditions. The 

specific research goals are discussed in this chapter. Next, the numerical approach is described. 

The governing equations, the numerical scheme, and turbulence modeling techniques are 

explained. The boundary treatment and the computational grid are then discussed to highlight the 

acoustic requirements of the grid and to avoid numerical reflections at the boundaries. A grid 

sensitivity study is then provided to identify the grid density threshold. The acoustic theory and 

formulations are then discussed in detail. 

The subsequent sections in Chapter 2 discuss the results of a comparison between a single rotor 

and two rotors of the same geometry in hover. The aerodynamic and acoustics properties and 

features are then highlighted and explained. Next, the results of two rotor systems in hover and in 

forwarding flight are presented. The results are compared with experimental data, and some 

acoustic and aerodynamic observations are made and discussed. An interim conclusion of this part 

of the research is presented in the last subsection of chapter 2. 

In Chapter 3, the second part of the dissertation is presented. A reduced order modeling 

approach for a model single rotor in hover is discussed. The various formulations for POD and 

DMD are presented. Additionally, the mode truncation problem is introduced, and solutions to the 

problem are also discussed. Next, the modeling approach and workflow is discussed. The approach 

for extracting the relevant data from the HLES computations in OpenFOAM is detailed here. The 

subsequent subsections discuss the results of the computed reduced order model in reproducing 

the aerodynamic parameters of the HLES, and their limitations. The far-field acoustic performance 
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of the models is presented, and their inherent limitations are also discussed. Again, an interim 

conclusion is presented for this study. 

In Chapter 4, the third and final part of the dissertation is presented. An active rotor noise 

control methodology is devised and discussed here. First, the problem statement is described in 

detail. Then the thickness noise prediction formulations are discussed with a benchmark case used 

for validation. Next, the multi-rotor formulations of the anti-noise signal for a single target 

observer is presented. The results of this are also shown to prove that the formulations perform as 

expected. The formulation is then extended to a zone of target observers, where again this is tested 

for a model case of two 2-bladed rotors in forward flight. The results of the zone actuation 

formulation are presented after which the practicality of the formulation is discussed. An 

embedded distributed array of actuators approach is presented, and the formulations for the multi-

rotor system are modified. Again, this practical application is verified using the same model case. 

An interim conclusion is follows, discussing the prospects of this methodology. 

In Chapter 5, the overall conclusions and general outlook of the research are discussed. The 

key findings for each of the prongs of the dissertation are summarized here, with some suggestions 

for the future continual studies of the research provided here. A list of all the publications for the 

research is provided after Chapter 5. 
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2 Simulations of Multi-rotor Interaction Noise 

The focus of this research is to unravel the physics of multi-rotor interactions and their noise 

sources in a typical small-scale UAV configuration. Unsteady RANS (URANS) methods can 

predict tonal noise levels but cannot predict broadband noise. The other spectrum of fidelity is the 

Large Eddy Simulations (LES), which can predict all of the noise sources, but is computationally 

prohibitive. As such, a Hybrid Unsteady RANS – LES (HLES) approach is devised here and 

utilized for this study for the near field flow and acoustic resolution. Using the Ffowcs-Williams-

Hawkings equations, specifically the Farassat’s 1A formulation, the near field is extended to the 

far-field acoustics. 

2.1 Numerical Approach 

For this study, the hybrid unsteady RANS-LES (HLES) method is utilized for the flow field 

resolution. This approach is selected as an intermediary between accuracy and computational 

cost because we solve unsteady Reynolds averaged equations near the wall, and a Smagorinsky-

like set of equations away from the wall. 

2.1.1 Governing Equations 

The governing equations for the entire computational domain are the compressible, unsteady 

Favre-Averaged Navier-Stokes equations [67]: 

𝜕𝜌̅

𝜕𝑡
+

𝜕

𝜕𝑥𝑖

[𝜌̅𝑢𝑖̃] = 0 (2.1) 

𝜕

𝜕𝑡
(𝜌̅𝑢𝑖̃) +

𝜕

𝜕𝑥𝑗
[𝜌̅𝑢𝑗̃𝑢𝑖̃ + 𝑝̅𝛿𝑖𝑗 − 𝜏𝑗𝑖

𝑡𝑜𝑡̃ ] = 0 (2.2) 

𝜕

𝜕𝑡
(𝜌̅𝑒𝑡̃) +

𝜕

𝜕𝑥𝑗
[𝜌̅𝑢𝑗̃𝑒𝑡̃ + 𝑝̅𝑢𝑗̃ + 𝑞𝑗

𝑡𝑜𝑡̃ − 𝑢𝑖̃𝜏𝑗𝑖
𝑡𝑜𝑡̃ ] = 0 (2.3) 
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where: 

𝜏𝑗𝑖
𝑡𝑜𝑡̃ = 𝜏𝑗𝑖

𝑙𝑎𝑚̃ + 𝜏𝑗𝑖
𝑡𝑢𝑟𝑏̃ (2.4) 

𝜏𝑗𝑖
𝑡𝑢𝑟𝑏̃ ≡ −𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ̅ ≈ 2𝜈𝑡 (𝑆𝑖𝑗 −

1

3

𝜕𝑢𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗) − 2

3⁄ 𝜌̅𝑘𝛿𝑖𝑗 (2.5) 

𝑒𝑡̃ is the total energy, 𝑞𝑗
𝑡𝑜𝑡̃  is the total heat flux, and 𝜏𝑗𝑖

𝑡𝑜𝑡̃  is the total viscous stress term, and 𝑆𝑖𝑗 is 

the strain rate tensor, with: 

𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) (2.6) 

The term 𝜈𝑡 is the turbulent eddy viscosity = 𝜌𝜇𝑡, and k is the modeled turbulent kinetic energy 

(TKE) which is a measure of the energy contained in a turbulent flow, and is defined as: 

𝑘 =
1

2
(𝑢1

′𝑢1
′̅̅ ̅̅ ̅̅ + 𝑢2

′ 𝑢2
′̅̅ ̅̅ ̅̅ + 𝑢3

′ 𝑢3
′̅̅ ̅̅ ̅̅ ) (2.7) 

2.1.2 HLES Turbulence Modeling 

The goal of the turbulence model is to get an approximation to the stress term, 𝜏𝑖𝑗 in the 

above governing equations. As aforementioned, two sets of equations are solved based on the 

location and distance from the wall.  

In the near-wall region, URANS is utilized. The turbulent viscous stresses 𝜏𝑖𝑗 are modeled 

using the one equation Spalart-Allmaras turbulence model[68]. This model has been shown to 

accurately predict the flow of small-scale rotors [12,25,69], and thus is used in this study. The 

model uses the Boussinesq approximation, which relates the Reynolds stresses to the turbulent 

eddy viscosity.  The eddy viscosity 𝜈𝑡 is obtained by first calculating a modified eddy viscosity 

(ν̃) through the transport equation: 

𝜕𝜈

𝜕𝑡
+ 𝑢𝑖

𝜕𝜈

𝜕𝑥𝑗
= 𝑐𝑏1(1 − 𝑓𝑡2)𝑆̃𝜈̃ − [𝑐𝑤1𝑓𝑤 −

𝑐𝑏1

𝜅2
𝑓𝑡2] (

𝜈̃

𝑑
)
2

+
1

𝜎
[

𝜕

𝜕𝑥𝑗
((𝜈 + 𝜈)

𝜕𝜈

𝜕𝑥𝑗
) + 𝑐𝑏2

𝜕𝜈

𝜕𝑥𝑖

𝜕𝜈

𝜕𝑥𝑗
] 

(2.8) 
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Where 𝜈 is the kinematic viscosity, and the closure functions are defined as: 

𝑆̃ = Ω +
𝜈

𝜅2𝑑2
𝑓𝑣2 (2.9) 

𝑆̃ is the mean strain rate and Ω is the vorticity. 

𝑓𝑣1 =
𝜒3

𝜒3 + 𝑐𝑣1
3
;     𝜒 =

𝜈

𝜈
 (2.10) 

𝑓𝑣2 =
𝜒

1 + 𝜒𝑓𝑣1
 ;       𝑓𝑡2 = 𝑐𝑡3 exp(−𝑐𝑡4𝜒

2);           𝑓𝑤 = 𝑔 [
1 + 𝑐𝑤3

6

𝑔6 + 𝑐𝑤3
6
]

1
6⁄

 (2.11) 

𝑐𝑤1 = 
𝑐𝑏1

𝜅2
+

1 + 𝑐𝑏2

𝜎
;  𝑔 = 𝑟 + 𝑐𝑤2(𝑟

6 − 𝑟);  𝑟 = 𝑚𝑖𝑛 [
𝜈

𝑆̃𝜅2𝑑2
, 10] 

(2.12) 

Here 𝜅 is the Karman constant. The eddy viscosity is computed as 𝜈𝑡 = 𝜈𝑓𝑣1. The turbulence 

length scale d seen in Eq. (2.9) and Eq. (2.12) is defined as the distance to the nearest wall. The 

model coefficients are given as:  

𝒄𝒃𝟏 = 0.1355; 𝒄𝒃𝟐 = 0.622;  𝜿 = 0.41, 𝝈 = 2
3⁄ ; 𝒄𝒕𝟑 = 1.2; 𝒄𝒕𝟒 = 0.5; 𝒄𝒘𝟐 = 0.3, 𝑎𝑛𝑑 𝒄𝒘𝟑 = 2.  (2.13) 

To account for rotation and curvature of the wake physics, a rotation/curvature correction 

term 𝑓𝑟1 is multiplied by the production term of the transport equation as suggested by Shur et. al 

[70]: 

𝑓𝑟1(𝑟
∗, 𝑟̂) = (1 + 𝑐𝑟1)

2𝑟∗

1 + 𝑟∗
[1 − 𝑐𝑟3𝑡𝑎𝑛−1(𝑐𝑟2𝑟̂)] − 𝑐𝑟1 

(2.14) 

Where: 

r∗ = 𝑆
𝜔⁄ ; 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗;  𝑎𝑛𝑑 𝜔 = √2𝜔𝑖𝑗𝜔𝑖𝑗 (2.15) 

𝑆𝑖𝑗 = 0.5 ∗ (
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) ; 𝑎𝑛𝑑 𝜔𝑖𝑗 = 0.5 ∗ ((

𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
) + 2𝜀𝑚𝑗𝑖Ω𝑚) (2.16) 
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𝑟̂ =
2𝜔𝑖𝑘𝑆𝑗𝑘

𝐷4
(
𝐷𝑆𝑖𝑗

𝐷𝑡
+ (𝜀𝑖𝑚𝑛𝑆𝑗𝑛 + 𝜀𝑗𝑚𝑛𝑆𝑖𝑛)Ω𝑚) ;with 𝐷2 = 0.5(𝑆2 + 𝜔2) 

(2.17) 

𝐷𝑆𝑖𝑗 𝐷𝑡⁄  are the components of the Lagrangian derivative of the strain tensor, and 𝜀 is the Einstein 

summation convention. The constants used here are 𝑐𝑟1=1.0, 𝑐𝑟2=12, and 𝑐𝑟3=1.0. 

To switch from URANS to LES, we adopt Spalart et al[71] approach in modifying the length 

scale d used in the Eqs. (2.8), (2.9), & (2.12) to be replaced by the switching function 𝒅̃ , defined 

as: 

𝑑̃ = min(𝑑, 𝐶𝐷𝐸𝑆∆)  (2.18) 

d  is defined as the wall distance, 𝚫 is defined as the local grid size = 𝑚𝑎𝑥(∆𝑥 , ∆𝑦, ∆z), 

and 𝐶𝐷𝐸𝑆 = 0.65. The switching mechanism works such that URANS is solved in the near wall 

region where d < 𝐶𝐷𝐸𝑆∆, and solves LES in the outer regions where  𝑑 ≥ 𝐶𝐷𝐸𝑆∆, that is: 

• In the inner layer, (𝑑 < 𝐶𝐷𝐸𝑆∆)    𝑑̃ = 𝑑   

• In the outer layer, (𝑑 ≥ 𝐶𝐷𝐸𝑆∆)     𝑑̃ = 𝐶𝐷𝐸𝑆∆ 

When the model is switched, the eddy viscosity becomes proportional to the local deformation 

rate and the turbulence length scale 𝑑̃, that is, 𝜈𝑡 ∝ 𝑆𝑑̃.  The modified transport Eq. (2.8) is then 

solved using the new length scale. It should be noted that the velocity term 𝑢𝑖 changes to the 

filtered 𝑢̅𝑖. This modification transforms the transport equation into a grid-dependent sub-grid 

scale-like model. The turbulence length scale 𝑑̃  acts as an implicit filter, where the larger eddies 

are resolved, and the smaller eddies are modeled. Thus, the transport equation for the eddy 

viscosity Eq. (2.8) behaves as a Smagorinsky-like sub-grid scale model in the outer layer and 

becomes grid dependent.   

“Wall proximity” is calculated by the ratio of the eddy viscosity and the molecular viscosities. 

In the LES region, the sub-grid eddy viscosity decreases with grid refinement, and thus decreases 
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the flow Reynolds number. To avoid this misinterpretation, a low Reynolds number correction 

term 𝜓 is introduced into the switching function: 

𝑑̃ = min(𝑑, 𝜓𝐶𝐷𝐸𝑆∆) (2.19) 

𝜓2 = 𝑚𝑖𝑛 [102,
1 −

1 − 𝐶𝑏1

𝐶𝑤1𝜅2𝑓𝑤∗
[𝑓𝑡2 + (1 − 𝑓𝑡2)𝑓𝑣2]

𝑓𝑣1 max(10−10, 1 − 𝑓𝑡2)
] (2.20) 

2.1.3 Solver 

The open-source finite volume code, OpenFOAM v1906 is utilized in this study. Owing to the 

fact that it is a finite volume solver, it integrates between the cell centers. It utilizes the Gauss 

theorem to convert the volume integrals into surface integrals. Assuming 𝜙 represents the 

conservative form of all fluid flow equations, the general transport equation solved is: 

∫
𝜕𝜌𝜙

𝜕𝑡
𝑑𝑉 +

 

𝑉𝑝

∫ ∇ ∙ (𝜌𝑢𝜙)𝑑𝑉 − ∫ ∇ ∙ (𝜌Γ𝜙∇𝜙)𝑑𝑉 = ∫𝑆𝜙(𝜙)𝑑𝑉

 

𝑉𝑝

 

𝑉𝑝

 

𝑉𝑝

 (2.21) 

The first term in the equation above represents the temporal derivative, the second term 

represents the convective term, the third represents diffusion terms, and the last term on the right-

hand side is the source terms. Using the Gauss theorem, the volume integrals are converted to 

surface integrals, which can be represented as summations. The equations are then discretized 

spatially. 

The pressure-based rhoPimpleFOAM, which is a transient compressible PIMPLE solver, is 

utilized to solve the Navier-Stokes and energy equations. This solver combines the PISO (Pressure 

Implicit with Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure-linked 

Equations) algorithms. It uses the PISO-like time marching scheme with the pressure-velocity 

coupling performed in the SIMPLE algorithm. Utilizing this solver allows for flexibility in solution 

convergence by specifying several pressure correctors per loop. This allows for larger time 
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stepping without divergence. The PIMPLE solver is utilized with 5 corrector loops per time step 

and 3 pressure corrections per loop, allowing for convergence of flow parameters per time step. 

The energy equation is computed using a calorically perfect, sensible enthalpy, and the ideal gas 

law is used for the equation of state. The laminar viscosity is calculated using Sutherland’s law. 

The mesh rotation is achieved using the Arbitrary Mesh Interface (AMI) approach where a 

baffle is specified between rotor and stator regions of the flow. This acts as an interface for transfer 

of fluid variables between the regions.  

OpenFOAM has an advantage of flexibility of the order of numerical discretization scheme to 

select. For this research, the second order accurate Gauss linear (central differencing) scheme is 

used for all the spatial derivatives. To advance in time, the implicit, second-order accurate Crank-

Nicolson method [72] is utilized. The Crank-Nicolson scheme includes an off-centering coefficient 

which can be modified to increase stability at the cost of the overall scheme order. For numerical 

stability, an off-centering coefficient of 0.4 is employed. 

2.1.4 Boundary Treatment 

The propeller surface is treated as a wall with zero gradient pressure and temperature boundary 

conditions. A No-Slip boundary condition with a moving wall velocity type is specified for the 

velocity.  

The turbulent eddy viscosity is defined with a “nutUSpalding” wall function on the blade 

surface. This wall function is based on the special relation between 𝑦+ and 𝑢+. The relation is 

given as follows: 

𝑦+ = 𝑢+ +
1

𝐸
[𝑒𝜅𝑢+

− 1 − 𝜅𝑢+ −
1

2
(𝜅𝑢+)2 −

1

6
(𝜅𝑢+)3] (2.22) 

𝜅 is the von Karman constant, and E is 9.8 for smooth walls. 
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One of the goals of the study is to resolve the near-field acoustics. As such careful boundary 

treatment is given to the outer walls to avoid reflections. The outer boundaries are modeled as 

outlets with the Navier-Stokes Characteristic Boundary Condition (NSCBC) implemented in 

OpenFOAM as a "Wave Transmissive" boundary condition [73]. This is implemented by solving 

the mass flux (φ) equation at the boundaries: 

𝐷𝜑

𝐷𝑡
≈

𝜕𝜑

𝜕𝑡
+ 𝑤𝑝

𝜕𝜑

𝜕𝑛
= 0 (2.23) 

𝑤𝑝 =
𝜑𝑝

|𝑆𝑓|
+ √

𝛾

𝜓𝑝
 (2.24) 

𝜑𝑝 is the patch face flux, 𝑆𝑓 is the patch face area vector, 𝛾 is the ratio of specific heats, and 𝜓𝑝 is 

the compressibility which is the ratio of pressure and density. The wave speed 𝑤𝑝 is computed as 

the sum of the velocity normal to the boundary and the speed of sound which is calculated from 

the second term on the right-hand side of Eq. (2.24). Additionally, a 2:1 grid stretching is 

implemented for further dampening. However, this is still not perfect for most complex flow fields. 

As such, an additional boundary conditioning is utilized in OpenFOAM using a source called 

“acousticDamping”[74,75]. This introduces an artificial damping source term in the governing 

equations, and it diminishes the strength of the waves within an absorbing region before they reach 

the boundaries to eliminate any residual reflections. 

2.1.5 Far-field Noise Formulation 

As mentioned earlier, one of the goals of this study is to extend the near-field noise to the far-

field. There are two major ways of predicting the noise. The most direct method is to extend the 

nonlinear computational domain to the far-field location. This requires that the flow field be 

accurately resolved up to the location of interest. Direct methods such as direct numerical 

simulations (DNS) or large-eddy simulations (LES) are often utilized. This results in a very large 
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computational domain and requires an exorbitant amount of computational power. A simpler set 

of equations such as a Euler/Navier-Stokes model, or a full potential model can be used. One of 

the more common approaches is the integral formulations such as Kirchhoff’s method[76,77], and 

the Ffowcs-Williams-Hawkings Formulations[64]. We utilize the latter in this study. A more 

general equation was derived for a porous surface as mentioned by Ffowcs Williams and Hawking 

[64]. Similarly, the quantities on the porous control surface are used to predict the far-field 

pressure. A complete comparison of the different formulations is discussed by Lyrintzis [77].  

In the FWH method, the time histories of all the flow variables are needed for the prediction. 

The far-field solution is computed using a surface and volume integral which stems from the 

quadrupole source terms. In many applications of this formulations, especially in the area of 

rotorcraft aeroacoustics[78], the method has been implemented by taking the control surface to 

coincide with the surface of the blade or the solid body. However, the method is still valid when 

the control surface is off the body and is permeable [79]. 

The FWH equations are derived by manipulating the governing equations to obtain the 

“generalized equations”. They are then combined to obtain a modified wave equation that leads to 

the integral expression of the porous FWH formulation. The general form of the FWH equations 

is given as: 

4𝜋𝑐2(𝜌 − 𝜌0) =  
𝜕

𝜕𝑡
∫ [

𝜌0𝑢𝑛 + (𝜌 − 𝜌0)(𝑢𝑛 − 𝑣𝑛)

𝑟|1 − 𝑀𝑟|
]
𝑟𝑒𝑡

𝑑𝑆
𝑆

+
1

𝑐

𝜕

𝜕𝑡
∫ [

𝑃𝑖𝑗
′ + 𝜌𝑢𝑟(𝑢𝑛 − 𝑣𝑛) 

𝑟|1 − 𝑀𝑟|
]
𝑟𝑒𝑡

𝑑𝑆 +  
𝑆

∫ [
𝑃𝑖𝑗

′ + 𝜌𝑢𝑟(𝑢𝑛 − 𝑣𝑛) 

𝑟2|1 − 𝑀𝑟|
]
𝑟𝑒𝑡

𝑑𝑆 
𝑆

+
1

𝑐2

𝜕2

𝜕𝑡2
∫ [

𝑇𝑟𝑟

𝑟|1 − 𝑀𝑟|
]
𝑟𝑒𝑡

𝑑𝑉 +  
𝑉

1

𝑐

𝜕

𝜕𝑡
∫ [

3𝑇𝑟𝑟 − 𝑇𝑖𝑖

𝑟2|1 − 𝑀𝑟|
]
𝑟𝑒𝑡

𝑑𝑉
𝑉

+  ∫ [
3𝑇𝑟𝑟 − 𝑇𝑖𝑖

𝑟3|1 − 𝑀𝑟|
]
𝑟𝑒𝑡

𝑑𝑉 
𝑉

 

(2.25) 
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Where 𝑀𝑟 = 𝑣𝑖𝑟𝑖/𝑐  is the Mach number in the observer direction,  𝑇𝑟𝑟 = 𝑇𝑖𝑗𝑟𝑖𝑟𝑗  , and  Tii =

T11 + T22 + T33  . Also, V is the volume external to the surface S (f > 0), and the subscript, “ref” 

denotes the evaluation at the retarded time 𝜏∗ = 𝑡 − 𝑟/𝑐. 𝑇𝑖𝑗 is the Lighthill stress tensor. The 

above general relation involves volume integrations, which are computationally expensive. As 

such, to circumvent this, Farassat’s Formulation 1A developed by Brentner and Farassat[80] 

simplifies the equations by neglecting the quadrupole term. The 1A formulation then becomes: 

4𝜋𝑝′(𝑥, 𝑡) = ∫ [
𝜌𝑜(𝑈̇𝑛 + 𝑈𝑛̇)

𝑟(1 − 𝑀𝑟)2
]
𝑟𝑒𝑡

𝑑𝑆 + 

 

𝑓=0

∫ [
𝜌𝑜𝑈𝑛((𝑟𝑀̇𝑟 + 𝑐(𝑀𝑟 − 𝑀2))

𝑟2(1 − 𝑀𝑟)3
]
𝑟𝑒𝑡

𝑑𝑆

 

𝑓=0

+ 
1

𝑐
∫ [

𝐿̇𝑟

𝑟(1 − 𝑀𝑟)2
]
𝑟𝑒𝑡

𝑑𝑆 + 

 

𝑓=0

∫ [
𝐿𝑟 − 𝐿𝑀

𝑟2(1 − 𝑀𝑟)2
]
𝑟𝑒𝑡

𝑑𝑆

 

𝑓=0

+
1

𝑐
∫ [

𝐿𝑟((𝑟𝑀̇𝑟 + 𝑐(𝑀𝑟 − 𝑀2))

𝑟2(1 − 𝑀𝑟)3
]
𝑟𝑒𝑡

𝑑𝑆    

 

𝑓=0

       

(2.26) 

𝐿𝑖𝑗 = 𝑃𝑖𝑗 + 𝜌𝑢𝑖(𝑢𝑛 − 𝑣𝑛) (2.27) 

𝑈𝑛 = (1 −
𝜌

𝜌𝑜
⁄ )𝑣𝑛 + (

𝜌
𝜌𝑜

⁄ ) 𝑢𝑛 
(2.28) 

U and M are the surface motion velocity and Mach number, r is the distance between source 

and observer, L is given by Eq. (2.27). 𝐿̇𝑟 , 𝑈̇𝑛, and 𝑀̇𝑟 represent the source time derivatives. The 

subscripts r or n denote a dot product of the vector with the unit vector in the radiation direction 

𝑟̂, or the unit vector in the surface normal direction 𝑛̂ respectively. The term 𝐿𝑀 = 𝐿𝑖𝑀𝑖. The 

formulation above assumes a control surface where f=0. 

In Eq. (2.26), the first two terms on the first line represent the thickness noise, which deals with 

the displacement of the fluid due to the blade geometry. The next set of equations represents the 

loading noise, which is primarily due to the unsteady pressure difference between the suction and 

pressure side of the blades. We note that the turbulence sources, as given by Lighthill’s stress 
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tensor, do not appear explicitly in the solution. However, to account for this, we utilize the porous 

control surface approach, where we encase the sources in a cylindrical control surface. With this 

approach, we account for the blade, wake, as well as all the turbulent sources in the integration. 

This formulation is implemented in OpenFOAM using the third-party library, “libAcoustics”[81]. 

To validate this library and approach, a benchmark study was performed and documented in 

APPENDIX A. We utilize the permeable surface approach [12]. The shape of the control surface 

is selected to reduce convection of vorticity through the surface. As such, a slanted cylindrical 

control surface is utilized for the forward case, and a top-capped cylinder utilized for hover cases. 

The degree of slant was determined by the structure of the inflow velocity. With this numerical 

approach, the computations should be able to capture periodic noise sources, as well as quadrupole 

noise sources since we are utilizing a permeable surface approach. Noise sources such as boundary 

layer noise might not be fully captured due to the hybrid nature of the turbulence and wall modeling 

and may only capture low frequency modes. 

 

2.2 Geometry & Computational Grid 

Two blade geometries are utilized here. The first part of the study deals with comparisons 

between a single rotor and two rotors in hovering condition. As such we utilize the same geometry 

as used in earlier studies [12]. For completeness, this is the two bladed 9450 propellers of the 

commercial UAV DJI Phantom III [82] (see Figure 2-2). It has a diameter of 0.239m, and a 𝐶𝑡𝑖𝑝 

of 0.01m. A computer-aided design (CAD) model was created based on the chord and twist 

distributions provided by Diaz and Yoon [25] shown in Figure 2-1. 



 

 

28 

 

 
   (a)                (b) 

Figure 2-1 (a) Rotor chord distribution, (b) Rotor twist distribution of DJI Phantom III [25] blade 

and the Modeled CAD blade. 

For all subsequent multirotor computations, we employ a counter-rotating configuration. This 

is to emulate the general operating conditions of typical quadrotor type vehicles, which have two 

clockwise and two counterclockwise rotors for stability. A tip clearance of ~0.0478m (0.2D) is 

used. 

 

Figure 2-2 Geometry of Counter-Rotating Propellers 

A second set of propeller geometries are utilized for our comparison between inflight 

conditions. Two rotors in hover and forward flight will be computed with the T-Motor P15x5 

rotors of the SUI Endurance Vehicle. This is mainly to necessitate close comparison with 

experimental data by Zawodny et al [20]. It has a diameter of 0.38m, and a 𝐶𝑡𝑖𝑝 of approximately 

0.014m, with an extra taper at the tips and a tip clearance of ~0.129m (0.34D). A CAD model of 

this blade was obtained online at the GrabCAD library [83]. An assumption of symmetry is made, 
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taking one fore (R1) and one aft (R3) rotor of the UAV (see Figure 2-4) into consideration due to 

computational limitations. 

 
 

Figure 2-3 Geometry of the T-Motor P15x5 propeller [83] 

 

Figure 2-4 SUI Endurance UAV used by Zawodny et. al [20] 

2.2.1 Grid Generation 

Grid generation is performed using OpenFOAM’s native grid generation tool, 

SnappyHexMesh. Three grids are generated – one for two in-line DJI Phantom III blades, one for 

two in-line T-motor rotors in hover, and another for T-motor P15x5 rotors in forward flight. For 

all subsequent grids, as explained by Mankbadi et. al [84,85] , it is suggested that for a good 

performance of the HLES approach, a wall y+ range of 30 < y+ < 300 should be maintained. As 

such we enforce the lower limit of this range, that is y+ = 30 near the walls, as they are modeled 

using URANS. The general choice of mesh resolution is obtained based on the resolvable near-

field acoustic frequency. A resolution of 25 to 30 points per wavelength is utilized in the grid 

generation in the regions of interest, that is the near field. Typically, the consensus in the research 

community is to use at least 6-8 points per wavelength for acoustic wave capturing for higher order 
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schemes. It is however suggested to double that for lower order finite volume schemes such as 

those implemented in OpenFOAM. 

The following are the general grid parameters: 

• Domain assumes spherical shape to aid dissipation of acoustic waves at the boundary 

for the hover cases, and a spherical with flat fore and aft sides for inflow and outflow 

boundaries for the forward case. Domains for T-motor rotors span 8.4m in diameter = 

~22 rotor diameters (Figure 2-6), and that for the DJI blades span 8m = ~33 rotor 

diameters (Figure 2-5). 

• Hexahedral dominant unstructured cell type utilized with y+ of 30 enforced in the 

boundary layer, sufficient for Detached Eddy Simulations. 

• Near-field resolution is ~0.002m (14 % 𝐶𝑡𝑖𝑝,𝑇𝑚𝑜𝑡𝑜𝑟) and spans 1.6m diameter = 4.2 

rotor diameters for the T-motor rotors, and ~1m in diameter = ~8.8 diameters for the 

DJI blade case. 

• The region very near the blades as well as in the region between the rotors (for the 

counter-rotating case, is resolved to ~0.001m (7% 𝐶𝑡𝑖𝑝,𝑇𝑚𝑜𝑡𝑜𝑟) 

• The refinement region of the forward flight case is slightly lobed to the right to capture 

the wake generated in the translation motion (. 

• Total cell count: 35 million cells each. 

Identical near-field and propeller surface grids are generated for both cases. 
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Figure 2-5 Vertical Slice Through Grid Showing Refinement Regions (DJI Blade) 

 
Figure 2-6 Vertical Slice Through Hover Case Grid Showing Refinement Regions (T-motor 

Blade) 
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Figure 2-7 Vertical Slice Through Forward Flight Case Grid Showing Refinement Regions (T-

motor Blade) 

2.2.2 Grid Independence Study 

To validate the mesh resolution needed for the computation, a grid independence study was 

performed on the blades. The T-motor P15x5 blade geometry was selected for this study. The 

thrust at a rotational rate of 4500 RPM was used. Results were compared with experimental data 

by Russel & Sekula [86], for which the thrust at the specified rotational rate was 10.6 Newtons. 

To validate the dependence of the flow features on the grid, we extract the pressure time derivative 

across the wake at 0.4D below the rotor plane. All computations are run for exactly 12 rotor 

rotations. Table 1 shows the results of the grid independence study (thrust), and Figure 2-8 shows 

the results of the variation of pressure across the wake. 
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Table 2-1 Grid independence study for the T-Motor P15x5 blade 

 COARSE MEDIUM FINE FINEST 

nPoints (Blade) 5,566 71,821 311,858 621,256 

nCells (Domain) 7,397,989 15,130,747 35,219,877 60,521,071 

Cell size (Wake & acoustic near 

field) (m) 

0.03 0.015 0.01 0.0075 

Peak 
𝝏𝒑

𝝏𝒕
⁄  (Pa/s) 1705.45 2894.34 3272.6 3419.39 

Thrust (N) 9.6034 10.1736 10.5201 10.5428 

% Thrust Deviation 5.937% 3.406% 0.2158% 0.00542% 

%Thrust Deviation from Exp 

[86] 

9.402% 4.0226% 0.753% 0.5396% 

 

Figure 2-8 Grid sensitivity study showing variation of pressure time derivative at 0.4D below 

rotor. 

The difference between the Finest and the Fine case is quite negligible given the difference in 

the total cell count for the thrust. For the pressure derivative, we see a 4.485% change between the 

finest case and the fine case. This difference is deemed small enough given the cell count. As such, 

we utilized the “Fine” surface grid for our subsequent computations. The cell size for the wake 

(0.01m) is utilized for all regions in the acoustic near field. 
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2.3 Results – Hovering 

High-fidelity computations of two in-line rotors of two- bladed– DJI in hovering are presented 

here. These results will be compared with that of an isolated propeller with the same blade 

geometry used in our earlier studies [12], and with experimental data by Intaratep et al. [21]. The 

simulations were typically run on 360 CPU cores in parallel on ERAU’s Vega cluster. A rotor 

speed of 5400 rpm is utilized for the DJI blade. The results presented here are divided into three 

sub-sections: the flow-field, the directly resolved near-field acoustics, and the far-field noise 

predictions.  

 

2.3.1 Flow Field 

Instantaneous quantities of velocity and vorticity are taken after 20 rotor rotations at which a 

statistically steady solution has been attained. We look at the instantaneous snapshot of the velocity 

magnitude in Figure 2-9. We compare the wake structure with that of the single propeller case. We 

notice more turbulent mixing with the two-propeller case as opposed to the relatively undisturbed 

wake structure of the single propeller case [12]. A look at the instantaneous snapshot of the scaled 

Turbulent Kinetic Energy (TKE), which is computed as [0.5 ∗ (𝑢̅2 + 𝑣̅2 + 𝑤̅2)]/𝑢𝑡𝑖𝑝
2  in Figure 

2-10 shows the induced flow behind the rotors bending slightly toward the opposite rotor. This can 

be attributed to the Coanda effects of the radial flow. Looking at the horizontal slice through the 

near wake region, we see regions of elevated TKE due to the periodic tip vortex shedding. We see 

a slight bulge or onset of separation towards the region between the rotors. This is postulated to be 

a result of a steady upwash interacting with the radial flow of the rotors, which results in separated 

region towards the inward blade tips. This separation region effects are also seen by Zhou et. al 

[87] and increases drastically with decreasing separation distance and may be responsible for the 
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thrust variation observed by Zhou et. al. [87]. It should be noted that the asymmetry seen in the 

horizontal slice is a result of the rotor rotation directions (counter-rotating) with the left rotor 

moving counter-clockwise and the right rotor moving clockwise. These entrails more flow forward 

of the rotors, which is seen as the significant TKE content fore of the rotors in the central region. 

  
(a) (b) 

Figure 2-9 Snapshot of Instantaneous Velocity Magnitude contours (a): HLES, two Propellers, 

and (b): HLES, Single Propeller [12] 

 
(a) 

 
(b) 

Figure 2-10 Snapshot of Turbulent Kinetic Energy Scaled by tip velocity (a): Vertical Slice, and 

(b): Horizontal Cut through wake at 0.6 R below rotor plane. 

To further explore the effects of the tip-blade interactions, we plot out the time history of the 

thrust coefficient for the two rotors (Figure 2-11). 
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𝐶𝑇 =
𝑇

𝜌∞ 𝜋𝑅2(𝛺𝑅)2
 (2.29) 

Comparing the normalized thrust time variation of the two-propellers system with the 

isolated one (Figure 2-11), we clearly see a periodic increase/decrease of the thrust as the blade of 

one propeller approaches a blade of another propeller. This was corroborated by Lee & Lee [24] 

and may explain the observed increase in tonal noise that will be discussed in the subsequent 

sections. 

 
Figure 2-11 Thrust Per Rotor time history. 

  
 

(a) (b) 

Figure 2-12 Snapshots of (a): Vorticity Magnitude contours, and (b): Q-Criterion Iso contours 

colored by Vorticity Magnitude. 

Instantaneous slices of vorticity magnitude and Q-criterion iso contours in Figure 2-12. From 

these figures, we can draw some preliminary conclusions on the dynamics of the wake interactions 
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between the rotors. From Figure 2-12a, we notice some rotor wake mixing in the separation region 

between the rotors. It was conjectured that some significant contributions of the broadband spectra 

of propellers in the low-mid frequency range were due to the wake dynamics [12]. A close up of 

the region between the rotors shows a tip – tip vortex interaction and a transfer of vorticity, which 

is visible in the vorticity magnitude snapshot (Figure 2-12a), and is further explored in the Q-

criterion plot shown in Figure 2-12b. Similar results were shown by Yoon et al [88]. This could 

explain some of the unsteady loads responsible for the thrust variation. This contributes to the 

constructive tones that increase the overall noise signatures, which would reduce with increasing 

separation distance as concluded by Zhou et al [87]. This is further discussed in the subsequent 

section.  

2.3.2  Near-Field Acoustics 

We now examine the directly computed acoustic field to quantify the noise generation 

mechanism of multirotor systems. We note that with our conservative assumption that 25 grid 

points are needed to capture the acoustic waves, we can accurately capture frequencies up to about 

1500 Hz, or for a rotational rate of 5400 RPM, is equivalent to up to 8.3 blade passage frequencies. 

This covers the low-to-mid frequency range of the tonal and broadband noise content in the 

spectrum. In all acoustic contours, we plot out dilatation rate which is computed as: 

1

𝑝

𝐷𝑝

𝐷𝑡
=

1

𝑝
(
𝜕𝑝

𝜕𝑡
+ ∇ ∙ V⃗⃗ ) (2.30) 
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(a) 

 
(b) 

Figure 2-13 Vertical slice showing snapshot of Vorticity Magnitude overlaid on Dilatation Rate. 

(a): Two Counter-rotating Propellers, and (b): Single Propeller [12] 

  

(a) (b) 

Figure 2-14 Plot of Non-dimensional pressure fluctuations at (a): 0.6 R above rotor plane, and 

(b): 0.6 R below rotor plane 
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(a) (b) 

Figure 2-15 Snapshot of Q-Criterion Iso Contours with Dilatation Rate background.   

Snapshots of the dilatation rates are shown in Figure 2-13, and compared with that of the single 

propeller case [12]. Consistently with the case of the single propeller shown by Mankbadi et. al 

[12], we see the strongest waves radiating from the propeller surface due to blade loading. To 

distinguish between hydrodynamic noise and acoustic noise, the vorticity magnitude is overlaid 

on the dilatation rate. This shows the effect of convection of the wake below the propellers. One 

clear phenomenon seen in the figure is the interference banding of acoustic pressure in the region 

above the space between the rotors highlighted in green in Figure 2-13a. This can be explained by 

the constructive interference between the two rotors. Zhou & Fattah [17] found that there was 

significant increase in overall noise for the counter-rotating propellers as opposed to corotating 

propellers. This would explain their assertion and finding. A further probe into the interaction noise 

is performed by extracting the non-dimensional acoustic pressure at 0.6R (indicated with red lines 

in Figure 2-13) above and below the rotors. We clearly see that there significantly more 

fluctuations in the counter-rotating case compared to that of the single propeller shown in Figure 

2-14 & Figure 2-15. Lee & Lee [24] found that while the thrust coefficients were independent of 

the separation distance, the fluctuations in thrust were found to increase dramatically as the 
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separation distance decreased. We can relate the non-dimensional pressure perturbations above the 

rotors to their effects on the thrust loading on the blade surface, and we see significantly more 

fluctuations for the counter-rotating propeller case. This may be due to the proximity of the blades 

and the acoustic pressures they radiate interacting and affecting the pressure distribution in the 

near-blade region. The effects of the vortex-vortex mixing of the wake are seen in the sharp spike 

in the non-dimensional pressure perturbations in Figure 2-14b. Further investigating the near field 

acoustic interactions, we take horizontal slices 1.5R below the rotor (Figure 2-16). Again, we see 

the wake interaction effect being translated into acoustic interference downstream of the 

propellers. These fluctuations are possibly the source of the increase in the broadband content of 

the noise signatures as they are inherently like shearing effects of jets [89,90]. 

 

(a) 

 

(b) 

Figure 2-16 Horizontal Slice Through (∆𝑝′) at 1.5R Below the Propeller Plane. (a): Counter-

rotating Case, and (b): Single Propeller [13] 

Tonal Noise Sources 

Looking at the near-field contours in Figure 2-13a, we notice some of the tones interact and 

increase at some regions and decreases at other regions. Due to the interaction of the tones from 

each blade, some secondary tones may arise. Our configuration has no phase difference between 
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the rotors. However, implementing phase shifts between the rotors has been studied to reduce some 

tonal levels [49]. Additionally, analyzing the thrust coefficient time history plot in Figure 2-11, a 

simple calculation of the period, T gives 0.0056s, which corresponds to a frequency of 180 Hz 

equal to the blade passage frequency. This means the periodicity observed would increase the 

fundamental tone, due to the proximity of a rotor at the same rotational rate and phase, and the 

aperiodic fluctuations may also increase the subsequent harmonics. A look at the surface pressure 

fluctuations (Figure 2-17) reveals an increase in pressure near the blade tips on the pressure side 

when the rotors pass each other. This could explain the dip in the performance of the blades as 

seen in the thrust plots, as well as an increase in the fundamental tone. 

 

Figure 2-17 Surface Pressure fluctuation (p’) for counter-rotating rotors 

To further explore the noise sources, we employ the technique of Spectral Proper Orthogonal 

decomposition (SPOD) [32]. A brief description of the implementation of the SPOD is provided 

here. The workflow for the algorithm is as follows: 

1. The snapshots of the parameter of interest are restructured as a time series in a matrix form, 

that is [time, x, y, parameter (e.g., Pressure)]. 

2. Next, the time average of the parameter is computed, and then subtracted from the 

instantaneous values of the parameter such that the final array used in the processing, for 

example, pressure, is 𝑄̂ = 𝑝 − 𝑝𝑚𝑒𝑎𝑛. 
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3. 𝑄̂ is then split into FFT blocks and a discrete fourier transform is performed on each block. 

We can call this new spectral data  𝑄̂𝑓𝑓𝑡 

4. For each frequency of interest, a matrix, 𝑀 is formed such that: 

M = 𝑄̂𝑓𝑓𝑡
𝑇 ∗ 𝑄̂𝑓𝑓𝑡 ∗ 𝑊 (2.31) 

W is the weighting function for the FFT, for example, the hanning windowing weights. 

5. Next, the eigen values and vectors of the new matrix, 𝑀 are found such that [Θ, 𝜆] = eig(M) 

6. From this, the reconstructed spectral data are computed as: 

𝜓 = 𝑄̂𝑓𝑓𝑡 ∗ Θ ∗ (1
√𝜆

⁄ ) (2.32) 

We take snapshots of pressure contours and analyze the modes that constitute the frequencies 

of interest. Looking at the relative contributions of each of the modes (Figure 2-18), it can be seen 

that the first mode accounts for over 97% of the mode energies. This also depicts that the dominant 

tones are generated by the leading modes of the system, whereas some contributions of the 

broadband may stem from the subsequent modes. 
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Figure 2-18 Spectra showing ratio of mode energies for the first 3 modes. 

We focus here on the low-mid frequency range of the spectra shown in Figure 2-18. Because 

this is a spectral decomposition of the pressure field, the mean values are extracted leaving the 

perturbation pressure. We note here that the most energetic (first mode) was seen to account for 

~97.86 % of the acoustic energies at the respective frequencies for the tonal frequencies. However, 

for the broadband frequencies, the first modes were not sufficient to describe the physics of the 

flow, and thus the sum of the first two modes are presented, which have a total energy content 

above 80% for the respective frequencies. We need to point out that in the linear acoustic radiation 

regime, the energetic modes are directly responsible for the corresponding radiation. In the 

nonlinear regime, due to possible nonlinear changes, there may not be a one-to-one correspondence 

between the source at a given frequency and the radiation sound. The SPOD plots shown in Figure 
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2-19 & Figure 2-21 are focused on the linear acoustic regime. Note that the Energy content 

represents the percentage of the eigenvalue of the mode(s) in question and provided information 

on the average energy captured compared to the total energy at the specified frequency. We plot 

out the first and most energetic mode of the tonal fundamental frequency of ~180Hz for a 5400 

RPM, as well as the second and third harmonics in Figure 2-19. We notice that the periodic tones 

are seen to radiate from the blades, with some slight contributions from the wake near the blades. 

At higher BPF frequencies, we see most of the tonal content radiating from the blades with no 

contributions from the wake. A deeper look at the first 2 modes is shown in Figure 2-20. Here, we 

note that at lower frequencies, the second mode accounts for some of the contributions stemming 

from the shear layer of the wake structure. At higher frequencies, again, this contribution 

diminishes.  

   
Figure 2-19 Spectral contour plots at tonal frequencies 
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Figure 2-20 Spectral tonal contents for the first two modes. 

Broadband Noise Sources 

Next, we attempt to identify the broadband noise sources. Looking at the spectral plots in 

Figure 2-21, we plot out the frequencies corresponding to the low to mid frequency broadband 

noise from Figure 2-18. The lower frequencies have significant contributions from the wake. This 

corroborates findings by Mankbadi et al [12]. With increasing frequencies, however, the 
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contribution of the wake as a broadband source diminishes, and we notice some contributions in 

the near blade region. Again, looking at the bigger picture of the two leading modes in Figure 2-22,  

we see that unlike that of the tonal frequencies, the second mode contributes a significant 

percentage to the overall energy content. This can be explained by the fact that broadband noise is 

inherently a nonlinear process and requires more data to describe the physics at play. 

   
Figure 2-21 Spectral contour plots at broadband frequencies 
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Figure 2-22 Spectral broadband contents for the first two modes. 

2.3.3 Far-Field Acoustics 

The Ffowcs-William Hawking’s formulation is used here to extend the near field to obtain the 

acoustic far field. The formulation can be applied to a permeable surface or a non-permeable 
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surface. Since we need to capture the sources on and outside of the blade surfaces, the permeable 

surface is used here, though spurious signals can also arise when vortices pass through the 

permeable surface [91]. We avoid this by employing a top-capped control surface, with no bottom 

cap. The formulation applied to a permeable, non-moving surface (Figure 2-23)  can be written as: 

4𝜋𝑝′(𝑥, 𝑡) = ∫ [
𝑚̇

𝑅
+  

𝐿𝑅̇

𝑐 𝑅 
+

𝐿𝑅

𝑅2
 ]

𝑟𝑒𝑡

𝑑𝑆;  𝑚 = 𝜌𝑢𝑛 

 

𝑓=0

 (2.33) 

𝐿𝑅 = (𝑃𝑖𝑗𝑛̂𝑗 + 𝜌𝑢𝑛 𝑢𝑖). 𝑅̂ (2.34) 

Here, m is the mass flux normal to the surface. We note that for the side of the cylinder, 𝑢𝑛 =

𝑢𝑟 and 𝑚 =  𝜌𝑢𝑟. The pressure term 𝑃𝑖𝑗𝑛̂𝑗 = 𝑝 𝑟̂, with 𝑝 =  (p − 𝑝0). 

The FWH cylinder is placed at a radius of 0.35m from the center of the two rotors for the DJI 

case. This is placed at an apt position to encompass all the sources in question, and sufficiently far 

from the hydrodynamic sources to avoid edge contamination and is shown in Figure 2-23. The 

observer is located 0.767m below rotor plane, and 1.295m away from center of the symmetry of 

the UAV, with an angle of 50 degrees from the center, as used by Intaratep et. al [21]. A sampling 

rate of 1.52𝑥10−5seconds, comparable to experimental data by Intaratep et al [21], as well as 

computational results by Mankbadi et al. [12] is used. Data is collected after 30 rotor rotations. A 

total of 8192 samples are collected for the current case study. An FFT of the data is performed 

with 50% hanning windowing. 
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Figure 2-23 FWH Control Surface At ~3R with Q-Criterion Iso-Contours of Vorticity (DJI case) 

 

 
Figure 2-24 BPF Power Spectral Density of Two Counter-rotating Propellers vs Single 

Propeller [12]  
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Figure 2-25 Sound Pressure Level Spectral comparison between Single Propeller and Two 

Propellers [17] 

The resulting Power Spectral Density (PSD) of the far-field noise frequency spectrum obtained 

based on the pressure fluctuation time history on the FW-H surface is shown in Figure 2-24. The 

frequency is normalized by the blade passage frequency (BPF), which in the case of the counter-

rotating propeller running at 5400 rpm, is 180 Hz. This is qualitatively compared with 

experimental data from Zhou & Fattah [17]. Looking at the spectra in Figure 2-24, we can make 

some assertions. First, there is a slight increase in the fundamental tone at the first BPF. This is 

typical for multi-rotor systems. We notice that the subsequent tones are about identical to those of 

the single propeller case. A drastic change here is seen to be the levels of the overall broadband 

aspects of the spectra. There is an increase of ~8 dB in the broadband spectra in the low-mid 

frequency range. It is worth noting that the results shown here have been processed with relatively 

small sample sizes (1 window of 8192 samples, resulting in frequency resolution of 4Hz). Better 

broadband trend and resolution can be achieved by increasing the window count. However, the 

overall trend of the wake structure as well as accuracy is enough for analysis of the spectra. We 
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also notice that the relative difference between the harmonics and the broadband reduces 

significantly for the two-rotor case. This is consistent with literature [17,19,21] (Figure 2-25). The 

reason for this observation in the spectra can be attributed to the increased wake mixing and 

interaction between the two propellers. We note here that the computed tonal noise at the BPF 

increase by 3dB due to the rotor-interaction, the experiment of Zhou & Fattah [17] also shows a 

similar increase of ~3dB due to the interaction of co-rotating propellers. It is worth noting that the 

results presented are unique to the specific blade orientation, that is the counter-rotating blades are 

perfectly synchronized, and in-phase, therefore having the blades end up near each other at specific 

periodic times. The nature of the noise generation may differ with out-of-phase rotors. 

To better distinguish between the periodic contents and the broadband content and sources, we 

utilize a periodic averaging technique [92] on the spectral data. Figure 2-26 shows the tonal and 

broadband extracted data for both the single and counter-rotating cases. We notice that for the 

single rotor case, the broadband levels are consistent with the overall trend of the total spectrum. 

There is some tonal energy retained in the broadband residual spectrum at the harmonics. This 

could be the result of blade self-noise being excited at the harmonic frequencies, as mentioned by 

Intaratep et al [21]. Looking at the case of the counter-rotating rotors, we notice less of this 

interaction, but see an increase in the difference between the tonal content and the broadband in 

the mid-frequency range. This is indicative of the fact that there is tonal noise increase due to the 

unsteady loading of the blades near each other. 
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(a) 

 
(b) 

Figure 2-26 Periodic Averaged Spectra (a): Counter-rotating case, (b): Single propeller case 

To further elucidate the wake effects, we show spectral results for the counter-rotating case in 

Figure 2-27. We assume linear acoustic sources in the far-field and thus add the contributions of 

the two blades to obtain the spectral results. By comparing the spectral results using the blade 

surface as the FWH control surface to that of the top-capped cylinder for the isolated single rotor 

case, we see that there is some reduction in the low-mid frequency broadband levels. This means 

the wake has some contributions to the broadband noise levels at the lower frequencies as found 

by the SPOD analysis.  

Additionally, we notice that the blade spectra miss the subharmonic frequencies. We postulate 

that the subharmonic frequencies originate from the wake vortex rollup effects. The wake can be 

considered as a free jet excited by the rotating propeller at the blade passage frequency, which 

causes the vortex roll-up at BPF/2, which causes a vortex pairing that generates noise. To verify 

this, we extract the time history of velocity at the shear layer of the wake, and perform a Fast 

Fourier Transform to determine the dominant frequency. We find that the dominant frequency is 

exactly 90 Hz which is exactly half of the blade passage frequency (see Figure 2-28). This explains 

the source of the sub-harmonics/ shaft frequencies. 
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Figure 2-27 Power Spectral Density of top-capped, and Blade surface control surfaces 

 
(a)  

 
(b) 

Figure 2-28 (a). Velocity time History of wake evolution, (b) FFT of velocity in shear layer of 

wake. 

Directivity Study 

The directivity of the radiated noise is shown in Figure 2-29. Results are compared with single 

propeller data from Zawodny et al [11]. Generally, similar trends are noticed in the 1st and 2nd 

Harmonics as seen in the directivity plots. There is a slight increase in the sound pressure levels in 

the upper angles can be explained by the strong banding of acoustic waves from the constructive 

interferences generated from the two blades. This banding is visible in the near-field acoustic 
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snapshots shown in Figure 2-13. Overall, we notice an increase in the noise below the plane of 

rotation. This can be attributed to the persistence of the blade loading as well as the wake noise 

sources radiating in said directions. 

Similar trends can be seen in the 2nd Blade passage frequency directivity, with an increase in 

SPL evident below the rotor plane. A better look at the total directivity around the 2-propeller 

system is shown in Figure 2-30. Comparing that of the 1st BPF with non-linear vortex lattice 

method (NVLM) coupled with vortex particle method (VPM) by Lee & Lee [24], we see a 

significant increase in the overall noise levels. This can be attributed to the unsteady loading 

introduced by the rotor-rotor interactions. This is corroborated by studies by Lee & Lee [24]. 

Increase in separation distance has been shown to result in significantly reduced noise levels 

especially in the upwash region as well as the downwash region of the wake. This again suggests 

that the greater reason for the increase in the noise levels is because of the rotor-rotor interaction 

as well as the wake mixing effects. 

 

 

 
(a) 

  
(b) 

Figure 2-29 (a): Experimental Setup [2] & (b): Directivity plot at 1st & 2nd Blade Passage 

Frequencies compared with single Propeller [11,12]. 
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Figure 2-30 Total 1st and 2nd BPF Directivity Plots 

2.4 Results – Forward Flight 

Next, we look at the variations in the flow & acoustic field between the hover case and the 

forward flight. For this case, we utilize the T-Motor P15x5 rotors of the SUI Endurance UAV. For 

comparison with experimental data from Zawodny & Pettingill [20], the two T-motor rotors 

selected are one fore and one aft rotor of the SUI Endurance UAV. We assume symmetry about 

the centerline of the UAV as mentioned previously. We select one fore rotor (R1) and one aft rotor 

(R3) for both hover and forward flight conditions (Figure 2-4). An angle of attack 𝛼𝑣 = 0 is 

utilized for hover, and 𝛼𝑣 = −10 for forward flight. A vehicle speed of 15.34 m/s is utilized for 

forward flight. Rotor rpms of R1 = 4047 RPM and R3 = 4895 RPM is set for forward flight 

condition, and 4800 RPM for both rotors for hover condition to attempt to match operating 

conditions of the experimental data [20]. Again, the results presented hereon are divided into three 

sub-sections: the flow-field, the resolved near-field acoustics, and the far-field noise predictions. 
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2.4.1 Flow Field 

We show snapshots of instantaneous velocity magnitudes, and vorticity magnitudes, which are 

taken after 20 rotor rotations at which a statistically steady solution has been attained for static 

case, and 15 rotations for in-flight case. Due to the relatively wider separation distance as well as 

the geometric differences, we see little to no tip-tip vortex interactions with this case. However, 

looking at the time history of the thrust coefficients shown in Figure 2-31, we notice the same 

periodic dips which is characteristic of a multi-rotor setup. In forward flight, there is a prolonged 

dip in thrust for the aft rotor. This could be due to the increased rotational rate of the aft rotor. The 

implications of this could mean that the faster the rotor goes, the more unsteady the thrust loading 

becomes for forward flight. 

 
(a) 

 
(b) 
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Figure 2-31 Thrust Per Rotor time history (a): Rotor at Hover, (b): Two Rotors in Forward 

Flight. 

  
(a) (b) 

Figure 2-32 Snapshot of Instantaneous Velocity Magnitude contours (a): Hover, and (b): 

Forward Flight 

Looking at the instantaneous velocity magnitude plots, we notice that there is significant 

mixing of the wake in the forward flight case as opposed to the relatively undisturbed wake of the 

hover case. At this flight attitude, we do not see wake ingestion by the aft rotors, but we do still 

notice some interaction with the aft rotors albeit not as significant. Similar trends can be seen in 

the plots of instantaneous vorticity: 

  
(a) (b) 

Figure 2-33 Snapshot of Instantaneous Vorticity Magnitude contours (a): Hover, and (b): 

Forward Flight 
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(a) (b) 

Figure 2-34 In-plane snapshot of the vorticity magnitude (a): Hover, and (b): Forward Flight. 

We see some vortical flow shed from the fore rotors onto the aft rotors in Figure 2-34b. This 

could possibly introduce some unsteadiness and be a source of broadband noise generation. A 

further look at the coherent structures in the Q-criterion Iso-contours in Figure 2-35, we notice 

that, due to the separation distance between the rotors, there is minimal wake interaction in the 

hover case. In the case of the forward flight, however, some of the vortices shed from the fore rotor 

interacts with its own wake as seen in the circled parts of Figure 2-35c. These wake vortices also 

interact with the wake of the aft rotor. This wake-wake, as well as tip vortex-wake mixing may be 

a source of broadband increase in the noise. 

 

(a) 
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(b) 

 
 

(c) 

Figure 2-35 Snapshot of Q-criterion iso-surfaces colored by vorticity Magnitude :(a): Hover (b): 

Forward Flight (Showing Wake interactions), and (c): Top view of Forward flight (Showing tip-

wake interaction) 

2.4.2 Near-Field Acoustics 

Again, we examine the directly computed acoustic field to quantify the noise generation 

mechanism of multirotor systems both in hover and forward flight conditions. The same acoustic 

grid resolutions are utilized here.  

  
(a) (b) 

Figure 2-36 Vertical slice showing snapshot of Vorticity Magnitude overlaid on Dilatation 

Field. (a): Hover, and (b): Forward Flight 
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(a) (b) 

Figure 2-37 Snapshot of Q-criterion with pressure fluctuations in background. (a): Hover, and 

(b): Forward Flight 

Looking at Figure 2-36 & Figure 2-37, we can draw some preliminary conclusions. We notice 

a relatively ordered propagation of tonal content from the blades in the hover case. For that of the 

forward flight, we see a significant intersection from the rotors as well as the wakes wake. The tip 

vortex from the rotors interacts with the wake shedding in the front rotor. Similar conditions are 

seen in the aft rotor. This generates sound, as in turbulence-ingested noise, as evidenced in Q-

criterion contours overlaid with the Dilatation Rate plots in Figure 2-38 and has been studied by 

others for a single rotor [89,90]. We see in the region of interaction, bands of rapidly changing 

acoustic pressure values ensue. This is indicative of a high-frequency phenomenon, possibly the 

generation of broadband noise.  
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Figure 2-38 Snapshot of Q-criterion Iso-Contours overlaid with Dilatation Rate showing Tip-

vortex – wake interaction in forward flight.  

Tonal Noise Sources 

We investigate the origin of the increase in the tonal noise in forward flight. Due to the angle 

of attack of the freestream velocity, and its incidence on the rotors, as well as the asymmetric 

nature of the rotor loading in forward flight (with an advancing side, and retreating side), there is 

increased static pressure experienced by the blades, which results in higher tones. Additionally, 

there is an increase in the unsteady loading of the blades, evident in the thrust coefficient plot in 

Figure 2-31. This unsteady loading occurs at “one per revolution” which increases the tones at the 

blade passage frequency [93].  

To further identify the noise sources, again, we employ the technique of Spectral POD [32]. 

Note that we utilize this technique to only get the general identifiable trends in the noise sources 

rather than exact quantification of the sources. We select the first three tonal frequencies for both 

the hover and forward flight case, as well as the broadband frequencies from low to mid-frequency 

range from the spectral plot in Figure 2-45. Note that for the forward flight case because both 

rotors operate at different rotational speeds, the ∆𝑓 between the fundamental tones is ~20 Hz. Due 
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to the prohibitive sample size required to achieve such frequency resolution, we only show an 

intermediary frequency (154 Hz). As such we show the first mode which shows energy 

contributions of ~75% because it is closer to the aft rotor BPF (162Hz), and the second mode, 

which shows energy contributions of ~23%. Much like the case of the DJI rotors, we see that the 

hover case (Figure 2-39a) has most of the periodicity originating from the blade surface, and some 

contributions from the near blade wake region. Increasing the BPF harmonics sees only the blade 

region as the source of the periodicity. This suggests that the wake noise sources are inherently a 

lower frequency source. Looking at that of the forward flight case, similar trends are noticed. An 

additional feature we see is some interaction of waves from the aft rotor with the wake. This is 

perhaps due to the interaction of the on-coming flow with the rotors. 

   

(a): Hover Case 

   

(b): Forward Flight Case 

Figure 2-39 Spectral contour plots at tonal frequencies 
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Broadband Noise Sources: 

Switching to the broadband frequencies, we notice again similar trends for the hover case as 

discussed earlier with the DJI cases. We look at spectral contours in Figure 2-40. For the forward 

flight case, however, we notice some interesting phenomena. First, the first mode is not sufficient 

to describe majority of the flow physics, and as such, we present the first two modes, which have 

energy levels >~85% on average. Additionally, at low broadband frequencies, we see some 

contributions from the blade region, as well as the wake. We also see some interaction of the 

pressure waves from the fore rotors with that of the aft rotors. With increasing frequency, however, 

the contribution of the wake is diminished. Additionally, we notice some back scattering of 

pressure behind the aft rotors. This is postulated to be a result of the tilt of the rotors in forward 

flight and their interaction with the on-coming stream of velocity. The pressure pulses generated 

by the fore rotors get deflected rearwards by the relative motion of the rotors in forward flight. 

   

(a): Hover Case 

   

(b): Forward Flight Case 

Figure 2-40 Spectral contour plots at broadband frequencies 
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To correlate the source of the broadband noise with the aerodynamic features, we look at the 

wake effects in forward flow. It is known that the effects of mean flow incidence on a rotating 

source is equivalent to an unsteady acoustic source [94]. Also, from the linear acoustic theories, 

by converting the convective wave equation to a simple wave equation, it has been shown that 

there is some influence of uniform flow on overall noise levels [94,95]. From Figure 2-40, we can 

identify and confirm that some broadband contributions arise from the wake effects in the lower 

frequencies, but we cannot explicitly quantify this source. We also look at the vorticity magnitude 

in the rotor plane. We see in Figure 2-34 that there is unsteady vortical flow shed from the fore 

rotors interacting with the aft rotor. Blade-vortex interaction is well known to be a source of 

broadband noise [96]. This, coupled with the interaction with the on-coming flow, generates some 

additional broadband noise when the blades interact with its own tip vortex as well as the wake, 

as shown in Figure 2-38. 

Additionally, we notice that there are some broadband sources originating from the blades 

(Figure 2-40), we attempt to identify the sources by extracting vertical cuts across the blades at 

0.72 Radii. We show streamlines of the velocity magnitude for the static case, as well as the 

advancing and retreating blade of the forward flight case (Figure 2-41). There is a separation 

bubble in each case with that of the advancing side being larger due to the stronger boundary layer 

development and significantly higher surface velocity. The retreating blade has clearly defined 

separation bubble that is moved closer towards the leading edge and shows total blade stall. The 

phenomenon of large-scale separation is known to increase low frequency broadband noise 

[97,98]. By plotting the root mean square (RMS) of pressure on the blades shown in Figure 2-42, 

we see stronger development of the turbulence boundary layer noise for the forward flight case. 
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(a) 

 

(b) 

 

(c) 

Figure 2-41 Streamlines of Velocity Magnitude on blades of (a): Hover, (b): Advancing side 

Forward Flight, (c): Retreating side Forward Flight. 

 

(a) 

 

(b) 

 

(c) 

Figure 2-42 Snapshot of Root Mean Square (RMS) of Pressure near blades of (a): Hover, (b): 

Advancing side Forward Flight, (c): Retreating side Forward Flight. 

2.4.3 Far-Field Acoustics 

The Ffowcs-William Hawking’s formulation is again used here to extend the near field to 

obtain the acoustic far field.  A sampling rate of 1.25𝑥10−5seconds, comparable to experimental 

data by Zawodny & Pettingill [20], is used. Data is collected after 30 rotor rotations. A total of 

16384 samples are collected for the current case study. An FFT of the data is performed with 75% 

hanning windowing. Power spectral density, and sound pressure level (SPL) plots with frequency 

resolution of 5 Hz are shown, as well as OASPL directivity plots with integral frequency range of 

100Hz to 1.3kHz. For this case, the top-capped control surface cylinder is placed at a radius of 

0.5m from the center of the two rotors for the hover case and angled at ~10 degrees for the forward 

case and is shown in Figure 2-43.  
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(a) 

 
(b) 

Figure 2-43 FWH Control Surface At ~2.6R with Q-Criterion Iso-Contours of Vorticity. (a): 

Hover case, (b): Forward Case (T-motor Case) 

 

Figure 2-44 Schematic showing the Microphone locations for far-field measurement [20].  

 
(a) 

 
(b) 

Figure 2-45 On-axis flyover acoustic comparisons at 70о geometric observer location between 

hover and forward flight conditions (a): HLES computation, (b): Experimental data [20] 
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(a) 

 
(b) 

Figure 2-46 On-axis flyover acoustic comparisons at 70о geometric observer location between 

HLES & Experimental data [20]. (a) Hover; and (b) Forward flight 

 

Looking at the spectral plots in Figure 2-45 & Figure 2-46 we notice that for the hover case, 

we see a single fundamental tone or peak tone and its harmonics, this is because both rotors are 

operating at approximately the same rotational rate of 4800 RPM. This corresponds to a Blade 

Passage Frequency of ~160 Hz, comparable to that of Zawodny & Pettingill [20]. For the Forward 

flight case, we see two peak tones in the experimental data. This is attributed to the relatively 

different rotational rates of the two rotors with the aft rotor operating at a higher RPM, typical of 

small-scale fixed-pitch rotor systems such as these. By matching the same rotating conditions 

numerically, as mentioned earlier, the computational approach is seen to predict the spectra for the 

observer location quite closely by capturing the two BPF harmonics at approximately 130 Hz and 

160 Hz.  

We also notice quite an increase in tonal or periodic noise content in the forward flight case. 

In the case of Zawodny et al., we see ~16dB increase, whereas our computation sees about 15dB 

increase. The reason for the increase could be attributed to an increase in the blade loads due to 
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the increased inflow velocity realized by the blade sections as a result of the convection of the 

oncoming velocity stream. Also, the convection of the uniform flow increases the strength of the 

boundary layer and the loading on the blades, which increases the strength of the tones in forward 

flight. An additional noise occurs due to the unsteady loading generated by the rotating blades in 

the uniform flow, which occurs at the blade passage frequency. The difference in the levels 

between our computation and experimental data from Zawodny & Pettingill [20] can be attributed 

to the fact that we assumed symmetricity and computed using two rotors instead of all four rotors. 

There is a slight roll-off in the harmonics of the hover case. This is possibly due to the absence of 

a fuselage in our computations and may be accounted for by rotor-airframe interactions as 

mentioned by Zawodny & Pettingill [20]. Some tonal energy in the subsequent harmonics is seen 

in the hover case because although the rotors do not have transfer of vortical structures between 

them, their acoustic pressures do interact and get excited at the blade passage frequency harmonics.  

Pertaining to the broadband noise levels, we see similar trends of increased content for the 

forward flight case. This was reported to be due to rotor fore-aft wake interaction [20] and is also 

seen in Figure 2-35, and Figure 2-38. We notice that the broadband levels are slightly lower than 

that of the experimental data. This is perhaps due to the absence of the fuselage. Another source 

of the broadband noise increase is the elevated blade self-noise (turbulent boundary layer noise, 

deep stall noise, and trailing edge noise) as discussed earlier. The radiation/deflection of the rotor 

pressures rearwards and their interaction with the wake could also influence the broadband noise 

increase and is seen more clearly in Figure 2-40. To better distinguish between the periodic 

contents and the broadband content and sources, we again utilize the periodic averaging technique 

[92] on the spectral data. Figure 2-47 shows the tonal and broadband extracted data. We notice 
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some increase in broadband levels between the fundamental tones of the two rotors. This may 

indicate some interference effects between the rotors in forward flight. 

 

Figure 2-47 Periodic Averaging of SPL for Forward flight 

 

To separate the effects of the blades and the wake noise sources, we again present spectral 

results for the forward flight case using the blade surfaces as FWH control surfaces, compared to 

the cylindrical control surface approach that encompasses all the sources (both blade and wake) in 

Figure 2-48. We again see that the low-mid frequency broadband levels are less in the blade surface 

sources. This indicates that the wake contributes comparably to the broadband noise at the lower 

frequency ranges. Additionally, we notice a slight increase in unsteadiness in the case of the aft 

rotors, which may indicate some acoustic interference from the fore rotors. 
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Figure 2-48 SPL spectra of Forward flight case comparing Blades to Cylindrical Enclosure. 

Directivity Study 

Next, we look at the directivity plots for both the hover case, as well as the forward flight case. 

We plot out the Overall Sound Pressure Level (OASPL) for both cases (Figure 2-49). An integral 

frequency range of 100Hz to 1.1kHz (resolution cut-off frequency) is utilized. We notice a 

significant increase in the overall noise levels in the case of the forward flight case across all rotor 

azimuths. There is ~3dB difference with experimental data [20]. This is attributed to the fact that 

the experimental data was obtained with all four rotors with a fuselage, whereas our computation 

only used two isolated rotors. Also, we notice that due to signal pollution by the downwash, the 

experimental data omitted directivity values between 70 and 110 degrees for the hover case. The 

FWH computation did not have this limitation. Due to the range of integral values used for the 

OASPL computation, we see that the wake region would generally act as an impedance to the tonal 

content but would increase the broadband (higher frequency) content due to the mixing effects. 

This BBN increase may not be captured in the directivity due to the acoustic cut-off frequency, 

and thus shows a reduced OASPL levels. 
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Figure 2-49 On-axis flyover OASPL plot comparing Hybrid-LES-URANS computation to 

Experimental data [20]. 

2.5 Interim Conclusions 

A study of noise generation due to the rotor-rotor interactions at hovering condition, as well as 

in forward flight were presented here. Near field flow properties as well as the acoustics were 

resolved using Hybrid Large Eddy Simulation (LES) -Unsteady RANS (HLES). Ffowcs-Williams 

& Hawkings’ integral technique was then used to extend the resolved near-field acoustics to the 

far field. 

2.5.1 Hovering 

These simulations enabled us to understand the changes to the aerodynamics and the acoustic 

field resulting from the rotor-rotor interactions.  Some interesting observations are: 

(1) The loading on the blades now includes a periodic component, in addition to the classical 

steady component (Figure 2-11). This periodic component is produced by the approach of 
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a blade of one of the propellers toward a blade of the other rotor (Figure 2-17). This, along 

with the direct interaction of the propagating tonal noise causes modification of the tonal 

noise. This is a phenomenon that can be utilized in trim optimization via phase 

synchronization.  

(2)  Our simulations predicted well the sound spectra consistent with the experimental 

observations Zhou and Fattah [17]. Both the simulations as well as the experiment, have 

shown significant increase of the BBN (of the order of 10 dB.) for the two hovering rotors 

vs the isolated one. By examining the resolved near and far fields acoustics, and by 

conducting Spectral Proper Orthogonal Decomposition (SPOD), and periodic averaging, 

we were able to identify the mechanisms leading to this increase in the BBN:  In addition 

to BBN sources from the blades and from the wakes, additional new sources include:  

a. The gap between the two rotors. In this new mechanism, an intense vortex 

generation and interaction are observed in the gap between the two rotors (Figure 

2-12). This was also associated with an increase in the turbulence kinetic energy in 

this region, and an upward jet-like flow, indicating an additional source of BBN. 

The enhanced TKE in the gap (Figure 2-10b) and the associated pressure 

fluctuations (Figure 2-14b) could potentially be sources of the broadband noise. 

b. The interaction of the two wakes contributing at the low-frequency range (Figure 

2-21), and 

c.  The enhanced pressure fluctuations on the blades were caused by the vortex-blade 

interactions.  
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2.5.2 Forward Flight 

We then moved towards validation against experimental data under forward flight conditions. 

Some of our key results are summarized here. We show in Figure 2-45 our simulations of the two 

inline rotors at the forward flight compared to the corresponding case in hovering. Further detailed 

examination revealed results consistent with previous observations[20,22,23] as well as the 

mechanisms involved. 

 In particular, Figure 2-45 shows that our predicted spectra are in good agreement with 

experimental observations [20]. The convection effect can partially explain the observed 

enhancement in the tonal and BBN, but this only amplifies the radiation of the sources, not the 

sources themselves.  

As in hovering case, the passing of one rotor blades by the other rotor blades creates periodic 

loading. This, along with the direct interaction of the radiated tones increase the tonal noise.  

For the BBN, both the simulations as well as the experiment show significant increase in the 

BBN (as large as 15 dB). In addition to the convection-enhancement effect, the blade and wake 

sources, and the gap flow, the simulations revealed some interaction- specific mechanisms for 

BBN enhancement in forward flight: 

1. The vortical structure of the forward rotor impacts both its blades as well as the wake flow 

of the aft rotor (Figure 2-35 &  Figure 2-38). This leads to the generation of BBN.  

2. More significantly, we see in Figure 2-41 & Figure 2-42 a sizable separation bubble (deep 

stall) on the aft rotor blades generating significant BBN due to the instability of the 

separated shear layer and reattachment.  
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3 Application of Data Reduction Techniques to Modeling Rotor Noise 

High-Fidelity computations are often used in predicting the tonal and broadband noise of 

propellers and rotors associated with Advanced Air Mobility Vehicles (AAMV). But LES is both 

CPU and storage intensive. We present here an investigation of the feasibility of reduction methods 

such as Proper Orthogonal Decomposition as well as Dynamic Mode decomposition for reduction 

of data obtained via HLES to be used further to obtain additional parameters. Specifically, we 

investigate how accurate reduced models of the high-fidelity computations can be used to predict 

the far-field noise. 

3.1 Numerical Approach 

As discussed in Chapter 1.1, several options exist for model reductions in literature. We 

explore two of such methods for their level of accuracy after reduction of the original data has 

been performed: 

3.1.1 Proper Orthogonal Decompositon (POD) 

POD is generally utilized in both experimental and numerical fields to extract dominant flow 

features. There exist numerous formulations for POD, however, we utilize the snapshot method 

[99]. The general formulation is to decompose a field vector, 𝑋′(𝑥, 𝑡) into a set of spatial functions 

Φ𝑟(𝑥) and its random set of time coefficients 𝑎𝑟(𝑡): 

𝑋′(𝑥, 𝑡) =  ∑𝑎𝑟(𝑡)Φ𝑟(𝑥)

∞

𝑟=1

 
(3.1) 

The original dataset 𝑢 is constructed such that the matrix is a time series in that 𝑢 = 𝑢[𝑥, 𝑦, 𝑡𝑖𝑚𝑒]. 

The general algorithm for the snapshot method is shown here: 

• Extract the fluctuating components of the flow by subtracting the mean:𝑋′ = 𝑋 −

𝑋𝑚𝑒𝑎𝑛 
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• Next the correlation matrix of the snapshot matrix 𝐶 = 𝑋′𝑋′𝑇 

• We then find the eigenvalue and vectors of the correlation matrix such that: 

[𝑎𝑟 𝜆] = 𝑒𝑖𝑔(𝐶) (3.2) 

Where 𝑎𝑟 are the temporal modes. 

• The spatial modes are reconstructed as Φ𝑟(𝑥) = 𝑋′ ∗ 𝑎𝑟 

• The reconstructed field 𝑋𝑟̃ = 𝑎𝑟 ∗ Φ𝑟(𝑥) 

Another approach to the algorithm involves the use of the singular value decomposition (SVD) 

method, where the correlation matrix and eigen value steps can be replaced by: 

𝐶 = 𝑈Σ𝑉𝑇 (3.3) 

And 𝑎𝑟 is redefined as: 

𝑎𝑟 = 𝛴𝑟𝑉𝑟
𝑇 & 𝛷𝑟 = 𝑈𝑟 (3.4) 

3.1.2 Dynamic Mode Decomposition (DMD) 

The DMD algorithm was originally created to build on the limitations of POD. One of POD’s 

limitations is the inefficiency in identifying structures in flow fields that are heavily time 

dependent. DMD computes the set of dynamic modes which are each associated with a frequency 

and a decay/growth rate. It is useful for finding correlations with coherent structures in the domain 

and has the capability to consider the temporal dimension as well in the form of an FFT. 

We first start the algorithm by splitting the snapshot matrix into two – the first one start from 

𝑡 = 1 to 𝑡 = 𝑛 − 1. And the second matrix goes from 𝑡 = 2 to 𝑡 = 𝑛.  
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Figure 3-1 Overview of DMD for vortex shedding of a cylinder[99] 

Next, the following equations are used for the development of the DMD: 

• The equation that relates each snapshot to the next: 

𝑋′ = 𝐴𝑋    (3.5) 

• Next, a singular value decomposition of X is generated: 

𝐶 = 𝑈𝛴𝑉𝑇  𝑜𝑟 𝑖𝑛 𝑀𝐴𝑇𝐿𝐴𝐵,   [𝑈, 𝑆, 𝑉] = 𝑠𝑣𝑑(𝑋) (3.6) 

• Given the rank or number of modes for reconstruction, r, [𝑈, 𝑆, 𝑉] are truncated from 

1 to r. The Low-rank subspace matrix is computed as: 

𝐴̃ = 𝑈𝑟
𝑇 ∗ 𝑋′ ∗ 𝑉𝑟 ∗ 𝑆𝑟

−1 (3.7) 

• Next the eigenvalues 𝜆 and eigenvectors 𝜔 are obtained: 

[𝜔, 𝜆] = 𝑒𝑖𝑔(𝐴̃) (3.8) 

• The reconstructed reduced order model is then given as: 

𝑥(𝑡) =  ∑𝛷𝑗𝑒
𝜔𝑗𝑡𝑏𝑗 = 𝛷 𝑒𝑥𝑝(𝛺𝑡) ∗ 𝑏; 

𝑟

𝑗=1

𝑤ℎ𝑒𝑟𝑒 𝑏 =  𝛷−1 ∗ 𝑋1  (3.9) 

Here, x(t) represents the variables of interest, say pressure, or velocity. With this 

reconstruction, we can extend the data set for different variables.  
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3.1.3 Choice of Mode Truncation 

The general goal of these reduction methods is to identify the minimum number of modes that 

can describe a system without significant loss of information. This usually requires a metric for 

specifying the truncation. For the POD case, the algorithm allows for a simple method of ranking 

the weights of each mode by comparing the singular values to the original data. For DMD, 

however, this is not so straightforward as there is no longer a singular matrix for comparison. To 

remedy this, two approaches can be utilized. The first one is to define a hard limit called the optimal 

hard threshold, 𝜏, for the singular value truncation such that [99]: 

• If 𝑿 ∈ ℝ𝑛×𝑛 then  

𝜏 = (4/√3)√𝑛𝛾 (3.10) 

• If 𝑿 ∈ ℝ𝑚×𝑛 and 𝑚 ≪  𝑛 then (4/√3) is replaced by the aspect ratio 𝛽 =
𝑚

𝑛
: 

𝜏 = 𝜆(𝛽)√𝑛𝛾 (3.11) 

𝜆(𝛽) =  (2(𝛽 + 1) +
8𝛽

(𝛽 + 1) + (𝛽2 + 14𝛽 + 1)
1
2

)

1
2

 (3.12) 

Where 𝛾 is a known noise magnitude of the system. If the noise of the system is not known as 

most real-world applications, the median singular value can be used to estimate the system. The 

equation for this estimation is discussed by Gavish & Donoho [100]. 

The second more common approach is the energy truncation method. By using the Singular 

value decomposition approach, the singular value matrix Σ is used to gain insights into the total 

energy of the system such that:  

𝜎𝑟 = 
𝑑𝑖𝑎𝑔(𝛴𝑟)

𝑠𝑢𝑚{𝑑𝑖𝑎𝑔(𝛴𝑟)}
∗ 100%  (3.13) 
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We define the truncation value, r to be the minimum of (𝜎𝑟 >convergence value), where we 

specify for the POD case, the convergence value of 95% of the total energy of the system. 

3.2 Inputs and Methodology 

We consider here the flow and acoustic fields associated with an isolated propeller of a UAV. 

In the computational domain, the unsteady flow field and the acoustic near field are directly 

resolved numerically. The Hybrid LES-URANS (HLES) approach is adopted here as discussed in 

Chapter 2.1.2. The governing equations for the entire computational domain are the compressible, 

unsteady Favre-Averaged Navier-Stokes equations [67] as shown in Eq.(2.1) to Eq. (2.7). 

The overarching goal of this study is to explore the feasibility of these Decomposition methods 

to predict the far-field noise. The far field noise is computed using Farassat’s 1A formulation [80] 

of Ffowcs-Williams-Hawkings Equations (FWH)[64] as shown in Eq. (2.26). The formulations 

are modeled in MATLAB. The inputs needed for Eq. (2.26) are pressure, velocity, and their time 

derivatives. These are interpolated onto a porous top-capped control surface as shown in  Figure 

3-2. 

 
Figure 3-2 Control Surface for Integration  

The interpolation process is done in OpenFOAM, and data is output as a series of VTK files. 

These are then imported into MATLAB using the vtk toolbox[101].  

For validation, we choose the case with an RPM of 6000 [12]. Spectral results are compared 

with experimental work by Intaratep et al [21], with the observer point shown in Figure 3-3: 
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Figure 3-3 Observer location point [21] 

 

The general workflow of the computations and framework is shown in Figure 3-4.  

 

Figure 3-4 Schematic showing the workflow. 

3.3 Results 

We utilized high-fidelity computations of a single rotor in hover, at 6000 RPM. We show 

results from the computation of the near-field dilatation rate of the single isolated propeller [12]: 
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Figure 3-5 Vertical slice (left) and Horizontal slice (right) of the Dilatation Field [12] 

We see that there are contributions both from the blades and the wake. To compute the far-

field noise, we utilize a top-capped control surface encompassing both blade and wake noise 

sources (see Figure 3-2). Next, we show the far-field noise spectra compared with the experiments. 

A frequency resolution of (∆𝑓) of 8 Hz which corresponds to 214 samples was utilized in the Power 

Spectral Density Plot: 

 

Figure 3-6 Power Spectral Density Plot compared with experimental data[21]. 

The spectral data above required about 600 CPU hours on an HPC with 360 processors using 

OpenFOAM. This is prohibitively expensive as it takes a lot of computational time and storage 

without an option to re-run for a different observer location after the fact. 
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3.3.1 Near-Field Data Reduction 

As mentioned earlier, the data is extracted and interpolated onto a cylindrical surface in 

OpenFOAM. The desired primitive variables of interest for the eventual FWH computations are 

velocity, pressure, and their time derivatives. Data is collected at a sample rate of 1𝑥10−5𝑠. 6,755 

samples are collected and utilized for the reduced order analyses.  

To verify the performance of the models, we utilize an integral metric: 

𝑋̃ = ∫𝑋𝑑𝑆 (3.14) 

Where X is the variable of interest.  

POD Results 

For the POD case, we elect to use the energy truncation method for defining the mode cut-off 

needed for the singular value decomposition. A convergence criterion of 𝜎𝑟 > 95% is selected. 
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Figure 3-7 Instantaneous snapshot surface contours of variables at t=0.01s. Left: Original Data, 

Right: Reduced Data (POD) 

Looking at the contour plots in Figure 3-7, we see that there is a great reconstruction of the 

near-field parameters. Results show that the velocity can be reconstructed with the first 15% of the 

modes which corresponds with over 95% of the total energy of the system. For pressure, however, 

due to the increased fluctuations, requires significantly more modes to properly represent the 

system at about 40% of the energy. Inherently, POD in its native form is a sort of linearization of 

a system and can struggle to represent higher order systems. With the optimization approach for 

selecting the truncation modes, we notice that the time derivative of velocity and pressures both 

require a significantly larger number of modes to properly represent the system at about 46-50% 

of the total number of modes.  
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Using the integral metric specified in Eq. (3.14), we investigate the accuracy of the POD 

reconstruction over the entire time history. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3-8 Integral metric for performance of POD reconstruction 

Overall, great reconstruction of the data is seen across all timesteps. Looking at the pressure 

plot (Figure 3-8a), there is a slight underprediction with a room mean square error (rmse) of 

3.25𝑥10−5. Similarly, for velocity magnitude (Figure 3-8b), a rmse of 4.08𝑥10−5. Larger 

deviations exist for the time derivatives with pressure derivative (Figure 3-8c) having the largest 

rmse of 223.93, and acceleration (Figure 3-8d) with rmse of 0.3564. One merit of the POD method 

is that it can be used to model the parameters of interest as an input to a neural network architecture 
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for control within the specified design space. It can also be used as a quick interpolation for 

different sampling times for comparison with any experimental result. The major demerit of this 

method is that it cannot, in its default form, be used as an extrapolation or future prediction method, 

and thus cannot be used to extend the time series for better FFT resolution. 

DSMD Results 

For the DMD case, we first elect to use the optimal hard threshold approach for the mode 

truncation. We utilize case #2; Eq. (3.11) & (3.12) for the computation of the mode truncation. 
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Figure 3-9 Instantaneous snapshot surface contours of variables at t=0.01s. Left: Original Data, 

Right: Reduced Data (DMD) 

Looking at the contour plots, we notice good reconstruction of the velocity magnitude, as well 

as the pressure albeit not as good as results from POD case. Particularly, there is a loss of 

fluctuations in the case of the pressure contours, which may affect the broadband aspect of the 

noise. Also, we see very poor reconstruction of the time derivatives. The reconstruction of the time 

coefficients is based on an initial estimate of the original data rather than all the modes like in the 

POD. Hence, this causes severe deviations from the original data if the mode truncation is not 

performed well. We take a closer look by plotting the integral metric for the desired parameters. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3-10 Integral metric for performance of DMD reconstruction (Optimal hard threshold) 

Here, we see a good trend for the pressure, although there is some loss of unsteadiness which 

may translate into loss of broadband content in the far-field noise. A reported rmse of 0.0033 is 

obtained for pressure. The velocity magnitude shows good reconstruction in the first few time 

steps but deviates quite significantly afterwards with a rmse of 0.0074. Both the time derivatives 

are predicted extremely poorly and are not usable for further computations. To remedy this, we 

apply the energy truncation approach with a convergence criterion of 𝜎𝑟 > 99.8%. Comparable 

improvements are seen in the pressure and velocity time derivatives at the expense of a 

significantly increased number of modes required. It is important to note that using all the modes 

does not automatically improve the reconstruction accuracy and does cause the mode amplitudes 



 

 

87 

 

for the time coefficients to grow exponentially to unreasonably large values. As such the cut-off 

criterion must be chosen carefully. 

  
Figure 3-11 Integral metric for performance of DMD reconstruction (Energy Truncation 

Approach) 

A merit of the DMD approach is that it can be used for future prediction or forecasting of the 

time series via the time coefficient reconstruction in the algorithm. However, the accuracy of the 

prediction might need to be investigated, perhaps using a predictor-corrector method could 

increase its fidelity. This could then be implemented in a control system for active noise control 

of rotors. 

3.3.2 Far-Field Acoustic Pressure & Spectral Reconstruction 

The reconstruction parameters are used as input to the formulation 1A of the Ffowcs Williams-

Hawkings equations [80] (Eq.(2.26)). The resulting far-field acoustic pressure time history is 

compared with the original HLU computations in Figure 3-12. For clarity, we show the results for 

only one blade rotation, that is for a 6000-rpm case, a time window of 0.01 seconds.  
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Figure 3-12 Far-field acoustic pressure time history comparison between reduced order models 

and HLES over one rotor rotation.  

Very good reproduction is seen in the POD case compared with the HLES results with some 

slight underpredictions in the fluctuations (a rmse of 0.0018). For the DMD case, however, there 

are notable variations in the pressures, with some under-resolution of the fluctuations seen, which 

may, again, result in poor broadband reproduction. The general peaks and troughs are however 

captured quite well. A reported rmse of 0.0145 is obtained. 

Spectral Reconstruction 

The resulting power spectral density (PSD) plot from the HLES computations (Figure 3-6) was 

obtained using a frequency resolution (∆𝑓) of 8 Hz. The reduced order models can only be resolved 

to (∆𝑓) of 16 Hz due to the smaller sample size. To better compare, we first re-compute the PSD 

of the HLU to match that of the reduced order models for better comparison of their performance. 

In Figure 3-13, we compare the two resolutions of the HLU case with the experimental data [21]. 

We note that there is a slight over prediction of the low frequency broadband mainly because there 

isn’t much resolution there and thus misses those points. However, the general trends are good 

enough for comparison with the reduced order models. 
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Figure 3-13 PSD plot comparing effect of frequency resolution of HLU to Experimental data 

[21] 

Next, we compare the results of the POD and DMD spectral reconstruction with that of the 

comparably resolved Original HLU dataset. Figure 3-14 shows that the POD can reproduce, 

unsurprisingly the spectra quite well, almost matching that of the original data. With the DMD 

case, it can capture the tonal levels for the first few harmonics perfectly, but completely misses the 

broadband content. Additionally, it does not capture the shaft rate harmonics or the sub-harmonics, 

which indicates that it does not capture the contribution of the wake sources which have been 

proven to be the source of the sub-harmonics [12].  

Also, note that the cut-off frequency for the DMD case seems to drop off quite sooner than that 

of the original dataset. This may be due to the linearization performed in the time coefficient 

reconstruction.  
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Figure 3-14 PSD plot comparing Original Data with the Reduced Order Models 

3.4 Interim Conclusions 

Overall, two data reduction techniques have been explored, and their application to acoustic 

pressure prediction discussed. The input parameters were pressure, velocity, and their time 

derivatives. The test case selected was an isolated UAV rotor [12], with rotational rate of 6000 

rpm. Snapshots of the data mapped onto a cylindrical surface were utilized in the POD and DMD 

reconstruction, with an eventual FFT performed to ascertain their spectral performance. A critical 

step in the development of the data reduction was the choice of the mode truncation. Two methods 

were mentioned – the mode energy truncation approach, and the optimal hard threshold method.  

The POD method utilized was the snapshot method using the singular value decomposition 

approach. The truncation method used was the mode energy truncation. The results showed near-

perfect data reconstruction with as low as only 15% of the mode energies needed in the case of the 

velocity magnitudes, with the time derivatives needed slightly higher percentages for good 

reconstruction. The spectral performance showed matching reproduction with the original dataset. 
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The POD reduced model can be utilized for interpolation of the dataset for various sampling times 

for FFT computations at significantly lower computational cost.  

The model can also be used for multiple acoustic computations at different observer locations 

without re-running high-fidelity computations. An added benefit of this model is that multiple 

cases can be made and used as input into a more sophisticated neural network architecture for 

acoustic predictions. 

The DMD method is significantly more complicated of the two methods. Because it attempts 

to reconstruct the time coefficients using an initial guess from the modes, the mode truncation 

becomes critical in the success of the model. The optimal hard threshold method was first tested 

with some successes in the primitive variables -pressure and velocity but failed in the time 

derivatives. Using the mode energy truncation method with a convergence > 99.8% increased the 

accuracy of the predictions significantly. However, this resulted in a very high number of modes 

needed for reconstruction.  

A look at the spectral performance showed that it is only capable of reconstructing and 

predicting the tonal content, but completely misses out on the broadband. This is in part due to the 

algorithm not being able to resolve fluctuations in the data evident in Figure 3-9. For frameworks 

requiring only tonal predictions, this model would work great, and can be used for forecasting of 

data, which may be useful for active control applications.  

Subsequently, there is a need to investigate more novel DMD approaches such as the extended 

DMD[102], and the forward-backward DMD [103], with some extensions to account for control 

systems[104]. Additionally, extensions to the POD method can be investigated for extrapolation 

of the data such as the Krylov-based POD [105]. These approaches show promise of a reduced 

order model based acoustic prediction system that could result in faster turnaround time for design. 
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4 Active Multi-Rotor Noise Control 

Rotor noise reduction techniques can be classified into passive or active noise control. Passive 

technologies include, for example, blade sweep to reduce tip speeds [47], leading/trailing edge 

serrations [106], blade count, [48] etc. While these technologies help in reducing noise, there is 

usually a penalty on performance. Active Noise Control (ANC) is an alternative approach that 

differs from the passive techniques, in that it is engaged only when needed. Since AAMV noise 

may be particularly critical as it approaches the target observer, or during take-off and landing, 

ANC may be an appropriate technology, which we will explore here. 

AAMV noise is characterized by tonal and BBN. At low frequencies the tonal noise is larger 

than the BBN, but at medium to high frequency the BBN dominates [12]. As such both types of 

noise need to be suppressed. Additionally, at typical tip Mach Numbers greater than 0.65, thickness 

noise begins to be very significant. We start here by focusing on the in-plane thickness noise, since 

it is deterministic, and as such a deterministic control system can be designed. Prior work on ANC 

was focused on a single rotor control using a point actuator. However, for AAMV we need an 

ANC for multirotor systems. Therefore, we present here a new approach, which builds on the 

previous work, focused on AAMV with their characteristics multi-rotors and operating conditions 

and geometry.  

 

Figure 4-1 Typical eVTOL configuration showing direction of community noise. 
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The outline of this section is as follows. First, we provide the formulation and results to achieve 

complete cancellation of two rotor noise for a single point observation. This is then extended into 

noise reduction over a zone of silence. AAMV rotors are usually smaller than those of helicopters. 

As such, single point actuation may not be practical, and we explore novel technique using an 

embedded array of micro actuators instead. We explore the use of piezo speakers as an actuator.  

4.1 Geometry & Thickness Noise formulation 

4.1.1 Geometry 

We consider here the case of two inline rotors, with two blades each, in forward flight with the 

objective of determining a loading signal created by a point actuator embedded on each blade. We 

focus on the in-plane thickness noise, and we use FWH to determine the appropriate actuation 

signal as was done earlier by Gopalan & Schmitz [107] and Yang et al [66] for the case of a single-

bladed single rotor. Before this actuation signal is determined, computation of the in-plane 

thickness noise itself is needed for the 2-bladed two inline rotors. 

 
Figure 4-2 Schematic of Two rotors case.  
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4.1.2 Thickness Noise Formulation for Multi-Rotor Systems. 

As our focus is on multi-rotor noise, we develop our own code to predict thickness noise based 

on the FWH Formulation 1A equations[80]. This will enable us to extract integrand terms for 

further analysis. The blade geometry is developed in OpenVSP, and exported to MATLAB, where 

the FWH equations are utilized for far-field thickness noise prediction: 

4𝜋𝑝𝑇
′ (𝑥, 𝑡) =  ∑ {∫ [

𝜌𝑜(𝑈̇𝑛 + 𝑈𝑛̇)

𝑟(1 − 𝑀𝑟)
2

]
𝑟𝑒𝑡

𝑑𝑆 + ∫ [
𝜌𝑜𝑈𝑛(𝑟𝑀𝑟 + 𝑐(𝑀𝑟 − 𝑀2)̇ )

𝑟2(1 − 𝑀𝑟)
3

]
 

𝑓=0 𝑟𝑒𝑡

𝑑𝑆
 

𝑓=0

}

𝑛𝐵∗𝑛𝑅

 (4.1) 

Where 𝑛𝐵 is number of blades per rotor, and 𝑛𝑅 is the number of rotors.  

Two main algorithms exist for this formulation[108],  

• Retarded time formulation requires selecting an observer time range and iterating at 

each blade position to satisfy the retarded time equation, 𝑡 =  𝜏 +
𝑟

𝑐
. This was seen to 

be computationally expensive[108] and thus was not used. 

 
Figure 4-3 Schematic of Retarded-time algorithm [108] 

• Source time-dominant algorithm, where we choose a source time range, which is easy, 

and each point is already in source time domain, thus requires only one blade 

transformation (rotation) after which a corresponding observer time is computed and 
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then interpolated before summing the contribution from each source on the blade at 

the observer point. 

 

Figure 4-4 Schematic of source-time dominant algorithm[108] 

This is what is used in WOPWOP code [109], and what is implemented here. First, a source 

time, (𝜏) is specified and the blade geometry is loaded. The observer location is also specified in 

𝑥 (𝑡). Based on the RPM, the time for one complete revolution is calculated. The blade is 

discretized into chordwise and spanwise stations and is split into upper and lower surfaces.  

The blade motion of each point on the blade surface is described using the transformation 

matrix. Given each point on the blade as 𝑦 𝑖(𝜏), the blade rotation or the point rotation at the next 

point in the blade azimuth is given as 𝑦 𝑖+1(𝜏) = [𝑇] 𝑦 𝑖(𝜏), where [𝑇]is the rotational matrix: 

[𝑇] =  [
𝑐𝑜𝑠𝜓 −𝑠𝑖𝑛𝜓 0

𝑠𝑖𝑛𝜓
0

𝑐𝑜𝑠𝜓
0

0
1

] (4.2) 

With the blade in the blade-fixed frame of reference, that is in static or original position, a point 

in this state, 𝜂 (𝜏) = (
𝑥
𝑦
𝑧
); 
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𝜂 𝑖+1(𝜏) = [𝑇𝑖]𝜂 (𝜏) + 𝜂𝐹𝑜𝑟𝑤𝑎𝑟𝑑 (4.3) 

[𝑇𝑖] =  [
cos (𝜓𝑖) −sin (𝜓𝑖) 0

sin (𝜓𝑖)
0

cos (𝜓𝑖)
0

0
1

] (4.4) 

where 𝜓 is the azimuthal increments of the blade rotation in radians, 𝜂𝐹𝑜𝑟𝑤𝑎𝑟𝑑 are translational 

position computed as 𝑉⃗ ∞ ∗ 𝑑𝜏. The surface normal vectors are also computed as  𝑛⃗ (𝜏) = (
𝑢̂
𝑣
𝑤̂

). The 

variation of the new surface normal for each blade-fixed frame is also given as: 

𝑛⃗ 𝑖+1(𝜏) = [𝑇𝑖]𝑛⃗ (𝜏) (4.5) 

The derivative of the surface normal with respect to time, 𝑛̇ is then computed as: 

𝑛⃗ ̇𝑖+1(𝜏) = [𝑆𝑖(𝜔)][𝑇𝑖]𝑛⃗ (𝜏) (4.6) 

[𝑆𝑖] is the skew symmetric matrix for the rotation, and is computed also as: 

[𝑆𝑖(𝜔)] =  [𝑇𝑖]
𝑇 ∗ [𝑇𝑖]̇  (4.7) 

[𝑇𝑖]̇ = ω ∗ [
−sin (𝜓𝑖) −cos (𝜓𝑖) 0

cos (𝜓𝑖)
0

−sin (𝜓𝑖)
0

0
0

] 
(4.8) 

   The corresponding velocity and acceleration are then computed as: 

𝑣 (𝜂 , 𝜏) = [𝑉∞⃗⃗ ⃗⃗ ] +  [𝑆𝑖(𝜔)][𝑇𝑖]𝜂 (𝜏) = 𝑈; (4.9) 

[𝑇𝑖]̇ = Ω ∗ [
−sin (𝜓𝑖) −cos (𝜓𝑖) 0

cos (𝜓𝑖)
0

−sin (𝜓𝑖)
0

0
0

] 
(4.10) 

The distance from each point on the blades’ surfaces to the observer is calculated using the 

relation: 

𝑟 = |𝑥 − 𝑦 | =  √(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2 + (𝑥3 − 𝑦3)2  (4.11) 

𝑟̂𝑖 =
(𝑥 − 𝑦 )

𝑟
 (4.12) 
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Where 𝑥  are the source coordinates, and 𝑦  are the observer coordinates.  

After these are computed, the integrands are calculated, and the observer times are calculated 

for each individual point using 𝑡 =  𝜏 +
𝑟

𝑐
, where 𝜏 is the source time. This is done because each 

point on the blade emits an acoustic pressure that arrives at different times for the specified 

observer. Since the pressure emission from each source reaches the observer at a different time, 

we interpolate the values onto a fixed desired observer time range.  

Now that all the source contributions are on the same scale (accounting for the times they all 

arrive at the observer location), we then sum them up to get the total thickness pressure value for 

that blade sections over the time range. This cycle is repeated for all the other blade sections and 

summed first for the upper and lower surfaces individually, then integrated again to obtain the far-

field location thickness pressure. The entire procedure described uses the source-time dominant 

algorithm discussed by Brentner et al[110]. A linear superposition is utilized to sum up the effects 

of each blade and each rotor for a given observer location. With focus on the thickness noise, we 

notice the interaction effects due to the varying arrival times of the noise at the observer are 

pronounced as either overlapping or shifted peaks. 

To validate our thickness noise solver, we use the 1/7th scale UH-1H model rotor, which is an 

untwisted blade with NACA 0012 airfoil section. The rotor radius is 1.045m, and a chord of 

0.0762m, giving an aspect ratio of 13.7. The observer location is placed at 3.09 Radii away in the 

rotor plane. A hover tip Mach number, 𝑀𝐻 = 0.88 is used. We set 𝑛𝐵 = 𝑛𝑅 = 1 for this test case. 

Results are compared with experimental data by Purcell [111] in Figure 4-5. 
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Figure 4-5 Thickness Noise Acoustic Pressure for UH-1H Model Rotor [111]. 

To investigate the relevance of in-plane thickness noise in a typical eVTOL rotor 

configuration, we plot out the thickness noise (Figure 4-6) for the same rotor, UH-1H with two 

blades at a tip Mach number 𝑀𝑇 =0.40, with an advancing tip Mach number 𝑀𝐴𝑇=0.66, and 

advance ratio, 𝜇 = 0.40. The observer is located at 50 Radii away. The results show that at these 

relatively lower tip speeds, the thickness noise is far larger than the steady loading noise in the in-

plane direction. Unsteady loading noise, however, is not modeled here. Future extensions of this 

approach would investigate the effects of unsteady blade loads. 
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Figure 4-6 Acoustic Pressure, 𝑀𝐴𝑇=0.66 showing relevance of thickness noise. 

4.2 Formulation & Noise Reduction at a Single target Observer. 

With the validation of the thickness noise prediction satisfied, we move on to develop 

formulations for the loading solutions needed to nullify the far-field thickness noise. 

4.2.1 Formulation 

 From the Formulation 1A [112], the total acoustic pressure at an observer point is given as: 

𝑝′(𝑥, 𝑡) = 𝑝′
𝑇
(𝑥, 𝑡) + 𝑝′

𝐿
(𝑥, 𝑡)    (4.13) 

Where 4𝜋𝑝′
𝑇
(𝑥, 𝑡) is given in Eq. (4.1), and 

4𝜋𝑝′
𝐿
(𝑥, 𝑡) = ∑ {

1

𝑐𝑜
∫ [

𝐿̇𝑟

𝑟(1 − 𝑀𝑟)2
]
𝑟𝑒𝑡

𝑑𝑆 +

 

𝑓=0

∫ [
𝐿𝑟 − 𝐿𝑀

𝑟2(1 − 𝑀𝑟)2
]
𝑟𝑒𝑡

𝑑𝑆

 

𝑓=0𝑛𝐵∗𝑛𝑅

+
1

𝑐𝑜
∫ [

𝐿𝑟((𝑟𝑀̇𝑟 + 𝑐𝑜(𝑀𝑟 − 𝑀2))

𝑟2(1 − 𝑀𝑟)3
]
𝑟𝑒𝑡

𝑑𝑆  

 

𝑓=0

} 

(4.14) 

To find the loading solution, we set ∑𝑝𝐿𝑖

′ (𝑥, 𝑡) = −𝑝𝑇
′ (𝑥, 𝑡). If we assume the blade surface to 

be a compact source, the loading noise formulation becomes: 
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𝑝𝐿𝐴𝑛𝑡𝑖

′ (𝑥, 𝑡) =
1

4𝜋𝑐𝑜
∑ [

1

𝑟𝑖(1 − 𝑀𝑟𝑖
)2

𝜕𝐿𝑟𝑖

𝜕𝜏
+

𝑐𝑜𝐿𝑟𝑖

𝑟𝑖
2(1 − 𝑀𝑟𝑖

)

𝑛𝐵∗𝑛𝑅

𝑖=1

+
𝐿𝑟𝑖

(𝑟𝑖𝑀𝑟𝑖  

·

+ 𝑐𝑜𝑀𝑟𝑖
− 𝑐𝑜𝑀

2)

𝑟2(1 − 𝑀𝑟𝑖
)3

]

ret

 

(4.15) 

Here 𝐿𝑟 is the component of the loading solution in the radiation direction, 𝑛𝐵 & 𝑛𝑅 are the 

number of blades and number of rotors respectively. The loading equation can then be 

reconstructed into an ODE: 

𝑑𝐿𝑟𝑖

𝑑𝜏
+ 𝑝(𝜏)𝐿𝑟𝑖

= 𝑟(𝜏) (4.16) 

Where: 

𝑝(𝜏) = ∑ [
𝑐0(1 − 𝑀𝑟𝑖

)
2
+ 𝑟𝑖𝑀̇𝑟𝑖

+ 𝑐0(𝑀𝑟𝑖
− 𝑀2)

𝑟𝑖(1 − 𝑀𝑟𝑖
)

]

𝑛𝐵∗𝑛𝑅

𝑖=1

 (4.17) 

 𝑟(𝜏) = −4𝜋𝑐0
𝑝𝑇
′

𝜀⁄ ∑ 𝑟𝑖(1 − 𝑀𝑟𝑖
)
2

𝑛𝐵∗𝑛𝑅

𝑖=1

 (4.18) 

The above ODE is solved for 𝐿𝑟𝑖
, and then sum them over the number of blades to obtain the 

total noise control. The ODE is periodic at about 2π for an initial condition: 

𝜉 = 𝐿𝑟(0) =
𝐿𝑟ℎ

(2𝜋)∫
0

2𝜋
𝑟(𝑠)/𝐿𝑟ℎ

(𝑠)𝑑𝑠

1 − 𝐿𝑟ℎ
(2𝜋)

 (4.19) 

𝐿𝑟ℎ
 is the solution of the homogeneous ODE, with  𝐿𝑟ℎ

(𝜏) =  𝑒−
𝑐0
𝑟
𝜏
. Analytically, the solution 

of this heterogeneous ODE is of the form: 

𝐿𝑟(𝜏) = 𝑒−𝑝(𝜏)𝜏 (∫𝑒𝑝(𝜏)𝜏𝑟(𝜏)𝑑𝜏 + 𝐶1) (4.20) 

 After obtaining the initial loading solution, 𝐿𝑟𝑖
(𝜏), Eq. (4.15) is then solved by feeding the 

values of the thickness noise, 𝑝𝑇
′ , and getting values of 𝑟, 𝑀𝑟, and 𝑀 from the computation of the 
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thickness noise. Here, 𝜀 is the weighting for the anti-noise strength per actuator. For equal 

contributions, 𝜀 = 𝑛𝐵 ∗ 𝑛𝑅. A fourth order Runge-Kutta algorithm is employed to solve for the 

loading “anti-noise” solution, which is then fed into Eq. (4.15) to find the corresponding anti-noise 

pressure signal.  

4.2.2 Reduction at a single target observer 

For all subsequent results, we utilize the 1/7th scale UH-1H rotor as indicated earlier, with a 

span of 1.045m, typical of most eVTOL rotors. We duplicate the blade count to two blades, and 

the rotor count to 2 rotors as shown in Figure 4-2. A tip Mach number 𝑀𝑇 =0.40 is utilized, with 

an advancing tip Mach number 𝑀𝐴𝑇=0.66, and advance ratio, 𝜇 = 0.40. The observer location is 

set at 50 radii away from the rotor hub, in the rotor plane at 𝜓𝑜𝑏𝑠 = 0𝑜, and 𝜆 = 90𝑜, where 𝜆 is 

the angle in the blade reference frame (See Figure 4-2). The control point is placed at 0.9R, and 

0.5 chord. We apply the formulations to that of a multi-rotor system. We utilize two rotors 

separated by 1 meter. Here, we set 𝑛𝐵 = 𝑛𝑅 = 2. 

 
(a) 

 
(b) 

Figure 4-7 Loading Solution (𝐿𝑟) for all 4 blades, (b): Total Thickness noise at target observer. 

Figure 4-7 shows the loading solutions for all 4 actuators, and their corresponding anti-noise 

pressures. We see similar loading distributions across the blades. The subtle differences are 
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attributed to the relative positions of the rotors from the center of the two rotors, and the variation 

in radiation direction, r about the rotor azimuth. Also, we note that the blade azimuth is offset from 

the observer azimuth by ~90o, and the center of rotation of each rotor differs from that of the 

observer azimuth. As the observer location decreases, the relative difference between the blade 

reference frame and that of the observer frame increases. A plot of the near- & far-field 

instantaneous acoustic pressure contours in the x-z or horizontal plane (See Figure 4-8) is shown 

in Figure 4-9. 

 

Figure 4-8 Schematic showing sphere of observer locations and slice at Z=0. 

 
(a) 

 
(b) 
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Figure 4-9 Contour plots of acoustic pressure showing (a): No control, and (b): With control 

for a single observer at 𝜓𝑜𝑏𝑠 = 0𝑜 

4.3 Formulation & Noise reduction over an azimuthal range of target observers 

In practical applications, the need arises for noise reduction over a zone of observers rather 

than a single-point observer. As such, we extend our formulations introduced in section 2 above 

using an optimizer, to cover an azimuthal zone of observers. This concept is similar to that of Yang 

et. al [66] but is extended to two inline rotors (Figure 4-10), and one actuator per blade. 

 

Figure 4-10 Schematic showing range of target observers in the rotor azimuth. 

4.3.1 Zone Formulation 

First, the loading solution in its current form, would not work for multiple observers as it is 

dependent on the individual observer position, that is 𝐿𝑟 = 𝐿⃗ ∙ 𝑟̂, where 𝑟̂ is the unit radiation 

direction from source to the observer. Instead, we need to find a loading solution, that would be 

optimized to reduce the noise in a range of observers in the rotor azimuth (in-plane). To do this, 

we introduce a new loading term, 𝐿𝑟𝐴, such that:  

𝝍𝒐𝒃𝒔 = 𝟐𝟕𝟎𝒐 

𝑽𝑯 

𝝍𝒐𝒃𝒔 = 𝟏𝟖𝟎𝒐 

𝝍𝒐𝒃𝒔 = 𝟗𝟎𝒐 

𝟐 

𝟏 

𝟐 

𝟏 

𝑹𝒐𝒕𝒐𝒓 𝟐 

𝑹𝒐𝒕𝒐𝒓 𝟏 
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𝐿𝑟𝐴 = ∑ 𝐾𝑖𝐿𝑟𝑖

𝑛𝑂𝑏𝑠∗𝑛𝐵∗𝑛𝑅

𝑖=1

 (4.21) 

Where 𝐿𝑟𝑖
 is the individual loading solutions for the specific observer location, 𝐾𝑖 is the 

coefficients that needs to be solved, and 𝑛𝑂𝑏𝑠 is the number of observers. To account for the 

relative positions of the actuators we define the loading vector 𝐿𝑖
⃗⃗  ⃗ as a combination of span-wise 

and chord-wise forces such that: 

𝐿𝑟𝑖
⃗⃗ ⃗⃗  =  [

𝐹𝑐
−𝐹𝑠

]  ∙  𝑟𝑖 = [
𝐹𝑐
−𝐹𝑠

] ∙ [
𝑠𝑖𝑛 (𝜓𝑜𝑏𝑠 − (𝑛𝐵 − 1) ∗ 𝜋 − 𝜆 )

𝑐𝑜𝑠 (𝜓𝑜𝑏𝑠 − (𝑛𝐵 − 1) ∗ 𝜋 − 𝜆 )
] (4.22) 

To solve for the coefficients, we set up a “fitness” function, f: 

𝑓 = ∑ {𝑝𝑇𝑖
′ +

1

4𝜋𝑐0

[
1

𝑟𝑖(1 − 𝑀𝑟𝑖
)2

𝜕𝐿𝑟𝐴

𝜕𝜏
+

𝑐o𝐿𝑟𝐴

𝑟𝑖
2(1 − 𝑀𝑟𝑖

)
+

𝐿𝑟𝐴 (𝑟𝑖𝑀𝑟𝑖 

·

+ 𝑐o𝑀𝑟𝑖
− 𝑐𝑜𝑀𝑖

2)

𝑟𝑖
2(1 − 𝑀𝑟𝑖

)3
]

ret

}

𝑛𝑂𝑏𝑠

𝑖=1

 (4.23) 

This equation is then solved using a genetic algorithm with a goal to drive the function, f to a 

minimum. For subsequent computations, we elect a target observer range 𝜓𝑜𝑏𝑠 = 315𝑜 − 45𝑜. 

4.3.2 Reduction at a zone of observers 

We show the results for the model 2-bladed multi-rotor (UH-1H). Here, we optimize four 

actuators – that is one actuator per blade. By optimizing the loading solution that is needed to 

reduce the noise in the target area, the loading solution obtained is shown in Figure 4-11. We plot 

out the optimized loading solutions of each blade rotated to the initial blade position corresponding 

to 𝜆 = 0𝑜. For 𝜓𝑜𝑏𝑠 = 315𝑜 to 45𝑜 , the corresponding range for the blade frame of reference 

would be 𝜆 = 45𝑜 to 135𝑜. Additionally because of the relative positions of the rotors, referring 

to Figure 4-10, Rotor 1 is closer to 𝜓𝑜𝑏𝑠 = 315𝑜 and hence has a stronger actuation strength in the 

initial regions, whereas Rotor 2 is closer to 𝜓𝑜𝑏𝑠 = 45𝑜 and hence activates more strongly in the 

later regions.  
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Looking at the optimized loading solution in Figure 4-11, we can see that the larger amplitude 

region is slightly larger. This is because the loading solution needs to be able to actuate over a 

broader range. We can speculate that the larger the target area about the rotor azimuth, the longer 

the actuation period would be. We can also notice that, unlike the single observer case, the anti-

noise actuator is not as effective in complete cancellation of the total thickness noise at the given 

observer, rather, the “optimal” solution is found such that there is the most reduction in all 

observers in the desired range, and thus some penalties are accrued. 

 

Figure 4-11 Optimized Loading Solutions, 𝐿𝑟 for each blade. 

For a more meaningful representation of the loading, we plot out the spanwise (𝐹𝑠), and the 

chordwise (𝐹𝑐) loads computed from Eq. (4.22), in Figure 4-12. Here, we see a more positive 

amplitude in the advancing phase for the spanwise loading which mostly corresponds to the target 

observer zone, and a more oscillatory chordwise loading in the target observer range.  
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(a) 
 

(b) 

Figure 4-12 (a) Spanwise Loading (𝐹𝑠) & (b) Chordwise Loading (𝐹𝑐). 

To verify, again, we compute the total thickness noise at the target region. We again select the 

observer azimuth (𝜓𝑜𝑏𝑠 = 0𝑜) (see Figure 4-13). There is a reduction of 9dB at 𝜓𝑜𝑏𝑠 = 0𝑜, and 

about 3dB increase at 𝜓𝑜𝑏𝑠 = 180𝑜. Additionally, we plot the instantaneous pressure fluctuations 

in the near field in Figure 4-14. 

  

(a) (b) 

Figure 4-13 (a): Total Noise at target observer, 𝜓𝑜𝑏𝑠 = 0𝑜& (b): OASPL Directivity with and 

without control. 

𝑽𝒇𝒘𝒅 
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(a) 

 
(b) 

Figure 4-14 Contour plots of acoustic pressure showing (a): No control, and (b): With control 

for a zone of observers. 

Here, we see an optimized anti-noise signal. However, we also see that there is an increase in 

noise away from the target observer range. This is perhaps due to the fact that there are more tuning 

parameters for this case – four actuators – which increases the flexibility of the solver to find a 

better optimal solution. Also, because of the phase shift in the pressure around the rotor azimuth, 

the peak-to-peak anti-noise signals would not exactly match those away from the target zone and 

may add to the noise rather than decrease it. It is worth noting that most multi-rotors and even 

helicopters fly with a downward tilt, and as such, the region away from the target observer range 

would be pointed upwards away from the general populace (see schematic in Figure 4-1). 

4.4 Distributed Array of Actuators Per Blade  

The above methodologies have been shown to be quite effective in reducing the in-plane 

thickness noise. Conventionally, active control of in-plane thickness noise methods has been either 

cumbersome or present some structural challenges [62] and may affect the aerodynamic 

performance of the rotors. To remedy this problem, a distributed array of acoustic actuators is 
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suggested. We assumed a point source formulation [113], however, practically, a piezo speaker 

with an area of 18 mm x 20 mm and can be as small as 1 mm thickness [114]. This makes 

embedding these speakers a relatively easier option. Additionally, the placement of these could 

potentially be optimized for rotor performance gain by improving sectional lift. A series of 

actuators reduces the load per actuator needed for total cancellation. As such, a series of actuators 

per blade is proposed to reduce the acoustic radiation power required per actuator. 

4.4.1 Formulation for a Single target observer 

We now augment our formulations to account for a series of actuators (𝑛𝐴𝑐𝑡) on the blade. 

This is like the null approach discussed by Gopalan & Schmitz [107], where they discuss multiple 

mechanical actuators (fluidic injectors) on the blade but was not feasible due to the practicality of 

it. For the smaller eVTOL rotor, the method of acoustic drivers may be feasible. This is because 

the thickness noise is directly related to the thickness of the blades, as well as the blade tip speeds. 

This would mean for smaller eVTOL rotors, the acoustic signatures would be less in magnitude, 

and thus would require a relatively lower anti-noise actuation power for the desired cancellation. 

The corresponding loading anti-noise solutions become: 

𝑝𝐿𝑎𝑛𝑡𝑖

′ (𝑥, 𝑡) =
1

4𝜋𝑐𝑜
∑ { ∑ [

1

𝑟𝑖,𝑘(1 − 𝑀𝑟,𝑘𝑖
)2

𝜕𝐿𝑟𝑖,𝑘

𝜕𝜏
+

𝑐𝑜𝐿𝑟𝑖,𝑘

𝑟𝑖,𝑘
2 (1 − 𝑀𝑟𝑖,𝑘

)

𝑛𝑅∗𝑛𝐵

𝑖=1

𝑛𝐴𝑐𝑡

𝑘

+
𝐿𝑟𝑖

(𝑟𝑖,𝑘𝑀𝑟𝑖,𝑘  

·

+ 𝑐𝑜𝑀𝑟𝑖,𝑘
− 𝑐𝑜𝑀𝑘

2)

𝑟𝑖,𝑘
2 (1 − 𝑀𝑟𝑖,𝑘

)3
]}

ret

 

(4.24) 

With the same ODE being given in Eq. (4.16), where 𝑝(𝜏) & 𝑟(𝜏) are now given as: 

𝑝(𝜏) = ∑ ∑ [
𝑐0(1 − 𝑀𝑟𝑖,𝑘

)
2
+ 𝑟𝑖,𝑘𝑀̇𝑟𝑖,𝑘

+ 𝑐0(𝑀𝑟𝑖,𝑘
− 𝑀𝑖,𝑘

2)

𝑟𝑖,𝑘(1 − 𝑀𝑟𝑖,𝑘
)

]

𝑛𝐵∗𝑛𝑅

𝑖=1

𝑛𝐴𝑐𝑡

𝑘=1

 (4.25) 
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𝑟(𝜏) = −4𝜋𝑐𝑜
𝑝𝑇

′

𝜀⁄ ∑ ∑ 𝑟𝑖,𝑘(1 − 𝑀𝑟𝑖,𝑘
)
2

𝑛𝐵∗𝑛𝑅

𝑖=1

 

𝑛𝐴𝑐𝑡

𝑘=1

 (4.26) 

This gives a number of tuning parameters, 𝜀, for the contribution of each actuator towards the 

target observer noise.  For more flexibility, the tuning weights can be optimized using a similar 

optimization technique discussed earlier. We define the objective function, f: 

𝑓 = 𝑝𝑇𝑖
+ ∑ {

1

4𝜋𝑐0
[

1

𝑟𝑖(1 − 𝑀𝑟𝑖
)2

𝜕𝐿𝑟𝑖

𝜕𝜏
+

𝑐0𝐾𝑖𝐿𝑟𝑖

𝑟𝑖
2(1 − 𝑀𝑟𝑖

)
+

𝐾𝑖𝐿𝑟𝑖 (𝑟𝑖𝑀𝑟𝑖 

·
+ 𝑐0𝑀𝑟𝑖

− 𝑐𝑂𝑀𝑖
2)

𝑟𝑖
2(1 − 𝑀𝑟𝑖

)3
]

ret

} 

𝑛𝐴𝑐𝑡

𝑖=1

 (4.27) 

Here, we solve the weighting values 𝐾𝑖 using the same optimizer discussed earlier. With this 

approach, we could enforce a condition such that the peak loading per actuator does not exceed a 

specific value. We test this approach for a two-bladed rotor with four actuators located at r/R of 

0.95, 0.75, 0.65, & 0.55, and x/c of 0.95, 0.55, 0.35, and 0.25 respectively. We apply an upper 

limit of 0.5, and a lower limit of 0.10 to the optimizer to avoid a case where it turns off all but one 

actuator, which would be a viable solution, but not optimal.  

 

Figure 4-15 Schematic of Placement of piezo speakers (red circles) on rotor blade. 

 



 

 

110 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4-16 (a & b): Optimized Loading solutions for each actuator, (c): Corresponding Noise 

at target observer. 

Looking at the results in Figure 4-16, we see that the algorithm applied multipliers to the 

loading solutions, with more actuation power given to position actuator 0.95r. Note that we show 

here only a single blade per rotor as the results per blade is identical. There is a slight phase 

difference between Rotor 1 and Rotor 2, again due to the relative positions with respect to the 

target observer. To validate this result, the sum of the individual loading solutions (shown as Total 

in Figure 4-16a & b) is obtained and used to compute the corresponding anti-noise signal. The 

results show, again near-perfect cancellation at the target observer (Figure 4-16c). With the 
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amplitudes significantly reduced, the acoustic energy needed to achieve the same effect would also 

be significantly reduced. The size of such a speaker is relatively small, and thus could be 

incorporated in a blade design without aerodynamic penalties. 

4.4.2 Formulation for Target Zone of Observers 

Next, we extend the theory to handle a target area, as performed earlier. Here, we need to 

include an extra tuning term, 𝐵𝑗 which would be used to optimize all the actuators for all observers 

in the target azimuth. The new optimization function, f is given as: 

𝑓 = ∑ ⟦𝑝𝑇𝑗
′ + ∑ {

1

4𝜋𝑐o
[

1

𝑟𝑖,𝑗(1 − 𝑀𝑟𝑖,𝑗
)2

𝜕𝐿𝑟𝑖,𝑗

𝜕𝜏
+

𝑐o𝐵𝑗𝐾𝑖𝐿𝑟𝑖,𝑗

𝑟𝑖,𝑗
2 (1 − 𝑀𝑟𝑖

)

𝑛𝐴𝑐𝑡∗𝑛𝐵∗𝑛𝑅

𝑖=1

𝑛𝑂𝑏𝑠

𝑗=1

+
𝐵𝑗𝐾𝑖𝐿𝑟𝑖,𝑗 (𝑟𝑖,𝑗𝑀𝑟𝑖,𝑗 

·

+ 𝑐o𝑀𝑟𝑖,𝑗
− 𝑐𝑜𝑀𝑖,𝑗

2 )

𝑟𝑖,𝑗
2 (1 − 𝑀𝑟𝑖,𝑗

)3
]

ret

}⟧ 

(4.28) 

Such that, the new loading solution per actuator would then be: 

𝐿𝑟𝐴,𝑖,𝑗 = ∑ 𝐵𝑗𝐾𝑖𝐿𝑟,𝑗

𝑛𝑂𝑏𝑠∗𝑛𝑅∗𝑛𝐵

𝑗=1

 
(4.29) 

This function is looped over each blade and each rotor, and thus the number of tuning 

parameters would increase. For a case of 4 actuators per blade, we would have 4*nObs*nB*nR 

parameters, where “nObs” is the number of observer points in the target area. Again, we utilize 

the same test case of the two-bladed UH-1H rotor and set the target observer to be in the range of 

315o to 45o in the rotor azimuthal plane. By tuning a total of 4*10*2 = 80 parameters using the 

genetic algorithm function in MATLAB, the optimized loading solution per actuator is shown in 

Figure 4-17. The subsequent span-wise and chord-wise loading are also shown in Figure 4-18. 
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Figure 4-17 Optimized Loading solutions for each actuator per blade. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

  Figure 4-18 (a), (b): Spanwise Loading (𝐹𝑠) & (c), (d): Chordwise Loading 

(𝐹𝑐). 
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4.4.3 Directivity of Micro actuators 

From a physical perspective, the speaker would be radiating normal to the diaphragm. 

However, in the formulations, a thickness noise is modeled as monopoles, whereas a loading force 

is modeled as a dipole. Ideally, we would want a dipole source to radiate in the direction of the 

observer. Realistically, the speakers are monopolar in nature. To remedy this, we suggest placing 

two speakers side-by-side with a phase difference to replicate a dipolar volume displacement. Due 

to the omni-directional nature of the acoustic speakers, there would be comparable acoustic energy 

in the radiation direction. We compute this acoustic forcing in that direction from 𝐿𝑟 (see Figure 

4-19).  

 

Figure 4-19 Sketch showing the directivity of the forces and the loads in relation to the observer 

as well as the dual piezo speaker configuration. 

To investigate the actuation of the micro-speakers in a dipole source configuration, we take a 

look at the anti-noise signals shown in Figure 4-18. Focusing on the resultant force in the observer 

direction, 𝑳𝒓 , the actuation can be represented by the equation: 

𝐿𝑟𝑎𝑐𝑡
(𝜓) = 𝑎0 + ∑[𝑎𝑖 𝑐𝑜𝑠(𝑖𝜓) + 𝑏𝑖𝑠𝑖𝑛 (𝑖𝜓)]

8

𝑖=1

 (4.30) 
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This can be split into two formulations for each half of the piezo actuation system such that: 

𝐿𝑟𝑎𝑐𝑡1𝐴
(𝜓) =

𝑎0

2
+ ∑[𝑎𝑖 𝑐𝑜𝑠(𝑖𝜓)]

8

𝑖=1

 (4.31) 

𝐿𝑟𝑎𝑐𝑡1𝐵
(𝜓) =

𝑎0

2
+ ∑[𝑏𝑖 cos (𝑖𝜓 −

𝜋

2
)]

8

𝑖=1

 (4.32) 

Where 𝑎𝑖 & 𝑏𝑖 are the amplitudes of the sine and cosine functions of each harmonic frequency 

of 1-8/rev, and 𝑎0 is a constant. The spanwise and chordwise components can be obtained by 

multiplying the equations with that of Eq.(4.22) above. We show in Figure 4-20 the chordwise 

force component for a single actuator at 0.95r.  

 

Figure 4-20 Chordwise force component showing dipole split between two adjacent piezo 

speakers at 0.95r. 
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Figure 4-21 OASPL Directivity with and without control.  

Again, to prove the validity of the solution, we compute the far-field anti-noise pressure, and 

plot out the OASPL directivity in Figure 4-21. We see a slightly imperfect total cancellation. This 

occurs because the loading actuator must account for each observer peak, which is offset, and is 

not at the same temporal location. For the solver to find the most optimal signal, there would be 

some peaks in-between the main peaks, and thus would result in reduced main pressure peak, but 

would also introduce new peaks per observer location, and thus would result in less-than-ideal 

noise cancellation. The method of distributed loading actuators has been shown here to be a valid 

approach to reducing the loading magnitudes, while still resulting in similar outcomes as that of 

the singular actuator. 

4.5 Interim Conclusions 

An Active Noise Control (ANC) methodology to reduce the thickness noise in multi-rotor 

systems typical of Advanced Air Mobility Vehicle (AAMV) is developed here.  

In the first part of the analysis, we considered the case where a single point actuator is 

embedded in each blade surface of two rotors in forward flight. There are several interchangeable 

𝑽𝒇𝒘𝒅 
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choices of such actuators, but we assume here that it is an acoustic signal. We use FWH 

formulation to determine what loading signal is needed to cancel the total noise at the selected 

observer point.  We were able to achieve complete cancellation at the selected observer point with 

the analytically computed loading signal.  Our solution differs from the previous ones since we are 

applying the theory to two rotors in forward flight. As a check, our solution reduces to that of Yang 

et. al (Ref. 13) when the distance between the two rotors is sufficiently large.  

For this technology to be useful in real applications, it needs to reduce the noise not at a single 

point, but over a zone of points as the target area. Therefore, the formulation is extended by 

applying an optimizer to find a loading solution to handle a target area. By applying this method 

to a two-bladed multi-rotor system, we see about as much as 9 dB reduction in the target area.  

It can be seen that the actuation loading needed to achieve the noise reduction is proportional 

to the size of the area targeted, and therefore could be large for practical applications. Thus, a new 

idea is devised to distribute the loads needed for the noise cancellation, with a set of micro speakers 

embedded in the blade surface. The magnitude or weighting of each of the actuators was optimized 

using a genetic algorithm such that the total effects of the actuators would cancel the thickness 

noise at the target area. Thus, we managed to achieve the same noise reduction as that of a single 

actuator, but now with multiple micro speakers embedded on the blades. Since the actuation 

needed to create a loading force must be dipole-like in nature, each actuator was formulated as two 

sub micro speakers’ side by side with a phase lag such that the signal is a dipole in nature. 
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Figure 4-22 Summary schematic of the noise control methodology. 

 

 

 

 

 

 

 

 



 

 

118 

 

5 Summary and Future Work 

This chapter summarizes the key findings for each section and discusses their relevance. 

5.1 High-Fidelity Simulation of Multi-rotor Noise 

The first part of this research was to investigate the various noise sources for multi-rotor 

systems. A high-fidelity simulation of two in-line counter-rotating propellers in hover, and in 

forward flight conditions are performed. Near field flow and acoustic properties were resolved 

using Hybrid LES-Unsteady RANS. Far-field sound predictions were performed using Ffowcs-

Williams-Hawkings formulation. The two-propeller results in hovering are compared with that of 

the single propeller. This enabled us to identify the aerodynamic changes resulting from the 

proximity of the two propellers to each other and to understand the mechanisms causing the 

changes in the radiated sound. We then considered the forward flight case and compared it with 

the corresponding hovering case. This enabled us to identify the aerodynamic changes resulting 

from the incoming stream. By examining the near acoustic field, the far-field spectra, the Spectral 

Proper Orthogonal Decomposition, and by conducting periodic averaging, we were able to identify 

the sources of the changes to the observed tonal and broadband noise. Some of the key findings 

were as follows: 

• The loading on the blades includes a periodic component, in addition to the classical 

steady component. This periodic component is produced by the close proximity of the 

two rotors.  

• An intense vortex generation and interaction are observed in the gap between the two 

rotors. This was also associated with an increase in the turbulence kinetic energy in 

this region, and an upward jet-like flow, indicating an additional source of BBN.  
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• The interaction of the two wakes contributes to the broadband noise at the low-

frequency range. 

•  The enhanced pressure fluctuations on the blades are caused by the blade-vortex 

interactions.  

• Specific to forward flight case, the convection effect can partially explain the observed 

enhancement in the tonal and BBN, but this only amplifies the radiation of the sources, 

not the sources themselves. 

• In addition to the convection-enhancement effect, the blade and wake sources, and the 

gap flow, the vortical structure of the forward rotor impacts both its blades as well as 

the wake flow of the aft rotor. This leads to the generation of BBN. 

• A sizable separation bubble (deep stall) on the aft rotor blades generates significant 

BBN due to the instability of the separated shear layer and reattachment.  

Overall, a detailed investigation of the noise sources of multi-rotor systems has been presented 

here, and the insights gained are critical to urban air mobility planning, as some flight conditions 

might have deleterious acoustic signatures. This deepens our understanding of multi-rotor noise 

generations and serves as a steppingstone for investigation and development of active noise control 

techniques. 

5.2 Reduced Order Modeling of Rotor Noise 

High-Fidelity computations are often used in predicting the tonal and broadband noise of 

propellers and rotors associated with Advanced Air Mobility Vehicles (AAMV). But LES is both 

CPU and storage intensive. An investigation of the feasibility of reduction methods such as Proper 

Orthogonal Decomposition as well as Dynamic Mode decomposition was performed for reduction 

of data obtained via HLES to be used further to obtain additional parameters. Specifically, we 
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investigated how accurate reduced models of the high-fidelity computations can be used to predict 

the far-field noise. It was found that POD was capable of reconstructing accurately the parameters 

of interest with 15-40% of the total mode energies, whereas the DMD could only reconstruct 

primitive parameters such as velocity and pressure loosely. A rank truncation convergence 

criterion > 99.8% was needed for better performance of the DMD algorithm. In the far-field 

spectra, DMD could only predict the tonal contents in the lower- mid frequencies while the POD 

could reproduce all frequencies of interest. The limitation of DMD was seen to be a result of the 

initial value reconstruction approach of the time series. Additionally, the selection of the rank is 

highly sensitive in the case of the DMD, and as such some extension formulations such as a 

forward-backward method may be useful. 

5.3 Active Rotor Noise Control for Multi-Rotor AAMV 

Next, an Active Noise Control (ANC) technology is developed to reduce the in-plane thickness 

noise associated with multi-rotor Advanced Air Mobility Vehicles (AAMV).  

First, we considered the case where a single point actuator is embedded in each blade surface 

of two rotors in forward flight. We assume here that it is an acoustic signal. The Farassat’s 1A 

formulation is utilized to determine what loading signal is needed to cancel the thickness noise at 

the selected observer point.  We were able to achieve complete cancellation at the selected observer 

point with the analytically computed loading signal. 

Next, the formulations are extended to a zone of target observers. Due to the increased number 

of tuning parameters, a genetic algorithm is implemented in MATLAB to tackle this problem. A 

loading solution is obtained such that an overall reduction in the noise is obtained in the target 

region. By applying this method to a two-bladed multi-rotor system, we see about as much as 9 

dB reduction in the target area.  
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A new idea is then devised to distribute the loads needed for the noise cancellation, with a set 

of micro speakers embedded in the blade surface. This reduced the amplitude strain on each 

actuator. Additional extensions to the formulations are devised. The new formulations were shown 

to perform similar to that of the single actuator per blade approach but with reduced amplitude 

requirements per actuator per blade. This showed great promise in an approach for active multi-

rotor noise control for AAMVs that is actually practical, with relatively lower structural demerits. 

5.4 Future Work 

Several prongs can be extrapolated from this work. The following are some of the ideas that 

may need to be further explored: 

• Aero-acoustic analysis of multi-rotor systems in ground effects mimicking take-off or 

landing. 

• Effects of gust on AAMV, and the response in blade loading & acoustic radiation 

• An analysis of rotor systems in dusty and rainy conditions. 

• A high-fidelity computation of an AAMV system with ANC to simulate how efficient 

our ANC control approach would work under more realistic conditions such as 

unsteady blade loading, turbulent flow, atmospheric absorption, etc. 

• A closed loop feedback controller can also be looked at for the case of the AAMV 

especially in take-off and landing, where we could measure the noise at a radius near 

the vehicle, and compute and radiate an anti-noise in real time.  

• Additionally, the use of reduced order models and machine learning such as long-

short-term modeling (LSTM) or convoluted neural networking to predict the noise to 

account for the time retardation and lag for the deployment of the anti-noise signal 

could be an interesting study. 
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APPENDIX - A 

The FWH formulations utilized in OpenFOAM were developed originally by UniCFDLab 

[81]. To validate this library, the pulsating sphere case is tested and presented here. 

The pulsating sphere is modeled on the source boundary using the formulation documented 

by Pierce[115]. In this test case, the parameters of the pulsating sphere, and specifications of the 

acoustic radiation medium are: 

• Radius of the sphere, 𝑅 = 0.1𝑚 

• Amplitude of velocity, 𝑈𝑜 = 0.01
𝑚

𝑠
  

• Velocity Oscillations, 𝑣̃ = 𝑖𝑈𝑜sin (2𝜋𝑓𝑡) 

• Speed of sound, 𝑐 = 100
𝑚

𝑠
 

• Density of gas, 𝜌 = 14.18
𝑘𝑔

𝑚3 

 
Figure A-5-1 Pulsating sphere and the FWH surface (mesh) in the computational domain 
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Figure A-5-1 illustrates the pulsating sphere in the computational domain. Two FWH surfaces 

are used for this study. The first one is right on the surface of the sphere, and the second one is at 

2𝑅 shown as the white mesh in the figure. Data from the two FWH surfaces are collected and 

compared with the analytical solution at the far field location of r = 10R. The analytical solution 

for the pulsating sphere given as: 

𝑝̂ = 𝑅𝑒 (
𝜌𝑐𝑈𝑜𝑘𝑅2

𝑟(1 + 𝑖𝑘𝑅)
)𝑈𝑜 sin(2𝜋𝑓𝑡) 𝑒−𝑖𝑘(𝑟−𝑅) (A.1) 

 

Figure A-5-2 Acoustic pressure time history at the observer location 

Figure A-5-2 shows the acoustic pressure time history at the observer location. The far field noise 

obtained from FWH formulations are compared with the analytical data, as well as directly probed 

data in a relatively coarse grid region. The calculated acoustic time history from the FWH control 

surface at 2R shows excellent agreement with the analytical data. 
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