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ABSTRACT

The future of aircraft design strives for lighter weight, more aerodynamically efficient

structures. These improvements may come with the drawback of increased structural flexi-

bility and elevated aeroelastic effects, often resulting in a lower flutter speed. This motivates

the implementation of advanced control methods to control aeroelastic systems over a range

of flight conditions, suppress and delay the onset of flutter, and compensate for disturbances,

actuator dynamics, and unmodeled nonlinear dynamics.

This dissertation first develops a novel method for constructing time-domain simulation

models of two and three-dimensional aeroelastic systems, resulting in models that are suitable

for the implementation of state-space control algorithms. Then, model reference adaptive

control strategies are implemented on the aeroelastic systems with the objective of controlling

these systems over a range of pre- and post-flutter flight conditions subject to disturbances,

nonlinear dynamics, and actuator dynamics. To model the aeroelastic systems, the structural

dynamics equations of motion are first developed for a two-dimensional pitch-plunge-flap

airfoil section with nonlinear torsional stiffness, first- and second-order actuator dynamics,

and actuator freeplay. This system utilizes quasi-steady aerodynamic forcing to develop an

open-loop flutter model upon which direct model reference adaptive control is applied. Next,

the structural dynamics equations of motion for a three-dimensional wing are developed

using energy methods and modal solutions to the forced vibration problem. For the three-

dimensional system, an unsteady vortex-lattice solver is implemented to calculate real-time

unsteady aerodynamic forces and aerodynamic control force inputs. This is coupled with the

flexible equations of motion to form the full aeroelastic equations of motion, which are then

validated against a Nastran model. Finally, the elastic wing is coupled to a longitudinal -rigid

body aircraft dynamics model to understand the relationship between rigid-body dynamics

and flexible motion in the presence of a controller.

Direct model reference adaptive control (MRAC) strategies are then implemented on

the two- and three-dimensional aeroelastic systems, and the performance is compared to

ii



that obtained using a standard linear quadratic regulator (LQR). The simulation studies

demonstrate that MRAC provides more effective aeroelastic control and flutter or limit-

cycle oscillation suppression over a wider range of flight conditions compared to the standard

LQR controller. In addition, the MRAC is shown to provide robustness to nonlinear stiffness,

first-order and second-order actuator dynamics, and actuator freeplay. The effect of varying

actuator bandwidth on the MRAC performance is studied for several cases, with the objective

of determining minimum bandwidth requirements.
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1 Introduction

As aircraft manufacturers set more aggressive targets for payload, range, speed, and emis-

sions, maximizing aerodynamic and structural efficiency becomes paramount. One solution

that becomes immediately evident is reducing the structural weight of the airframe. This

can be detrimental to the structural stiffness and consequently the flutter speed. Aeroelas-

tic tailoring can be performed to optimize load paths and improve stiffness with minimal

increase in weight, but this method can yield very complex structures that are not practical

for manufacturing.

Another possible solution is using a control system to add artificial stiffness to the system

as well as improve the damping characteristics. While there are a variety of controllers used

in aeroelastic suppression, this research focuses on model-reference adaptive control. Using

a reference model gives the control system designer flexibility to dictate the behavior of

the system, independent of the flight condition. In addition, including adaptation in the

control law can provide a level of fault tolerance to unmodeled dynamics, nonlinearities, and

disturbances.

This dissertation describes the process required to develop aeroelastic models in a control-

theoretic framework for time-domain simulation. This includes the derivation of the equa-

tions of motion for an aeroelastic typical section with linear stiffness, followed by the option

to include nonlinear torsional stiffness, first-order actuator dynamics, second-order actua-

tor dynamics, and actuator freeplay. Furthermore, the derivation of three-dimensional wing

equations of motion for N modes of vibration are developed. For this three-dimensional

case, aerodynamic forces are calculated using an unsteady vortex-lattice code, written so as

to be integrated into the aeroelastic solution.

The first step in the aeroelastic solution sequence is understanding the structure. This

requires knowledge of the unforced vibratory characteristics, i.e. the mode shapes, so the

structure can be transformed into modal coordinates. One method for calculating structural

mode shapes is an iterative solution to the eigenvalue problem posed by the unforced oscilla-
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tory system. Flexibility influence coefficients are used in lieu of structural stiffness because

in most cases they are more easily calculated.

The next step in the process is calculating the unsteady aerodynamic forces and moments.

While Navier-Stokes solutions for fluid-structure interaction (FSI) problems do exist, the

computation time can be orders of magnitude greater than more basic aerodynamic solution

methods. Thus, less expensive computational approaches such as panel methods are used in

this work.

While frequency-domain methods like doublet-lattice provide fast and accurate solutions,

applying a control system in tandem with the aerodynamic solution is very limited. Due to

the formulation of the aerodynamics, these solutions are only suitable for frequency based or

classical controllers. In this case, opting for a more computationally expensive time-domain

solution, such as time-marching unsteady vortex lattice, allows for any time-domain control

system to be used.

After the dynamics of the structure are fully understood, a control system can be im-

plemented. Due to the formulation of the model-reference adaptive controller, this research

develops a time-domain implementation of the aeroelastic solution. Simple two-dimensional

test cases will utilize quasi-steady aerodynamics, while the three-dimensional cases will uti-

lize unsteady vortex-lattice aerodynamics. The solution process is illustrated in Figure 1.1.
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Figure 1.1 Solution Sequence for Three-Dimensional Aeroelastic System

To begin the solution sequence, the structure is defined as a lumped parameter system

with structural cross section properties and mass properties defined at each station, allowing

for computation of either the normal modes or uncoupled modes. This research utilizes the

uncoupled modes of the system. Next, the edges of the lifting surface and its discretizations

are defined so an unsteady vortex-lattice solution can be executed.

Once the mode shapes and aerodynamic panels are defined, the aeroelastic simulation can

begin. Initially, a rigid solution is performed to establish the wake. Then, the steady-state

elastic deformation of the structure is determined by simulating the structural dynamics,

but with artificially high damping such that the structure quickly settles. Finally, a fully

aeroelastic simulation is performed.

To incorporate more realism into the simulations, actuator freeplay, hardware limitations,

and sensor requirements are included. Actuator freeplay allows for the evaluation of control

system performance in the event the control surface is free to float. Hardware limitations

such as first-order and second-order actuator dynamics are then implemented to allow for

the evaluation of control system performance when delay between the input and actuator
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response is introduced. Investigating sensor requirements provides insight into the number

of sensors required and their placement such that enough information is available to the

feedback controller.

1.1 Motivation

There exists a need for an active flutter suppression system that can be applied over a wide

range of flight conditions. Using a model reference adaptive controller allows the engineer to

dictate the behavior of the system regardless of flight condition. Implementing an adaptive

control law provides a level of fault tolerance to unmodeled dynamics, nonlinearities, and

disturbances.

1.2 Objectives

The primary objective of this work is to develop and implement adaptive control strategies

for flutter and limit cycle oscillation (LCO) suppression, evaluate their performance over a

range of airspeeds on a pitch-plunge aeroelastic model, and demonstrate their application to

a flexible aircraft. Supporting objectives include:

• Develop a high-fidelity flexible wing model and flexible-wing aircraft using the unsteady

vortex-lattice method for time domain simulation, and then validate the model using

Nastran.

• Investigate and evaluate the performance of adaptive control strategies that are able

to compensate for, and potentially estimate, unmodeled dynamics such as flexible

dynamics, structural nonlinearities, actuator dynamics, and freeplay.

• Study the effects of actuator bandwidth on controller performance and assess mitigation

strategies.

1.3 Dissertation Outline

The remainder of this dissertation is organized as follows: Chapter 2 discusses relevant

literature, Chapter 3 derives the structural dynamics equations of motion, Chapter 4 develops
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the unsteady vortex-lattice aerodynamics, Chapter 5 validates the aeroelastic model used for

control law development, Chapter 6 formulates the direct model reference adaptive control

law used in this research, Chapter 7 shows the results from two-dimensional and three-

dimensional simulation studies, and Chapter 8 summarizes the work and provides concluding

remarks.
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2 Literature Review

This chapter reviews the literature in several key areas related to this research. This in-

cludes; structural dynamics, aerodynamic modeling, aeroelastic systems, flutter suppression,

and control systems.

2.1 Structural Dynamics Modeling

Bisplinghoff, Ashley, and Halfman (BAH) [1] describe the use of Euler-Bernoulli beam

bending theory to develop flexibility influence coefficients for a tapered cantilevered beam.

Scanlan and Rosenbaum [3] discuss various energy methods that can be used to develop

flexbility influence coefficients for more complex structures such as an aircraft empennage.

Once the flexibility influence coefficients are known, the mode shapes and frequencies can

be calculated. The method used to calculate the mode shapes is introduced by Flomenhoft [4]

in which an iterative matrix solution is presented to solve the structural dynamics eigenvalue

problem. Clough and Penzien discuss extensions of this method as well as its limitations in

calculating the structural dynamic characteristics of the given structure [5].

2.2 Aerodynamic Modeling

One of the first theories of unsteady aerodynamics was introduced by Theodorsen in

NACA TR 496 [6]. This work was expanded to include an aerodynamically balanced flap by

Theodorsen and Garrick in NACA TR 736 [7]. Smilg and Wasserman built on the works of

Theodorsen and Garrick to include an unbalanced flap in [8], as well as developing complex

coefficients to help describe the oscillatory motion of an airfoil in incompressible flow.

The equations that describe compressible unsteady flow that use perturbation velocity

potential is discussed in [1]. Another method for direct computation of unsteady aerodynamic

coefficients for compressible flow utilizes kernel function approximations as described in

[9]. Concurrently, Ashley and Zartarian created Piston Theory, a method that uses the

integration of isentropic pressure waves to calculate the unsteady airloads for an airfoil in

supersonic flow [10].
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For three-dimensional lifting surfaces, various forms of panel methods exist. Katz and

Plotkin describe many of the vortex based solutions for subsonic flows in [2]. Albano and

Rodden introduce doublet-lattice lattice method for solving unsteady flow problems in [11],

2.3 Aeroelastic Systems and Flutter Suppression

Various flutter solutions exist including the k-method, p-method, pk-method, and aug-

mented states method [12]. The k-method assumes the system is oscillating with simple-

harmonic motion and the aerodynamic forces are calculated for a range of reduced frequencies

[13]. The p-method assumes the system is oscillating at some reduced frequency k, and de-

cay rate specified by the complex eigenvalue p = γ + ik. The pk-method is a combination

of the two methods and assumes a p-method solution for the structural dynamics and a

k-method solution for the unsteady aerodynamics [14]. The augmented states method uti-

lizes rational function approximations of the unsteady aerodynamic forcing, which allows for

direct computation of the airloads at specified reduced frequencies. These rational function

approximations (RFAs) are defined in the Laplace domain and allow for a root locus or

frequency-based solution [15].

2.4 Control Systems

There are few instances of control methods for active flutter suppression being applied in

practice. One of the earliest was a modified B-52 which used additional control surfaces to

suppress a 2.4Hz flutter mode. More recently, the Boeing 787-10 employed a system to add

artificial damping to a poorly damped symmetric wing/nacelle/fuselage mode. Although

this case is not classified as active flutter suppression, it uses a control system to increase

damping.

The first step in understanding the flutter characteristics and dynamic response of a

vehicle is modeling both the rigid body and flexible dynamics. The processes for deriving

the equations of motion for an aeroelastic typical section are well understood and can be

found in literature such as Bisplinghoff et al. [1] and Fung [13]. However, the most common

methods for flutter solutions are frequency based, such as the pk-method as described by
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Hodges and Pierce in [16], for which the mathematical models do not lend themselves to

feedback control development.

The rigid body dynamics are modeled using the nonlinear aircraft equations of motion in

[17]. The flexible or elastic dynamics begin with the equations of motion for an aeroelastic

typical section as introduced by Theodorsen [18]. Then, a modal weighting process, similar

to the Rayleigh type flutter solution method, is used to form dynamics that represent a

finite span wing, which is described in [1] and [3]. This process requires prior knowledge of

the system’s modes of vibration or the use of assumed modes. In this analysis, the mode

shapes and frequencies are calculated using a matrix iteration process first introduced by

Flomenthoft in [4] with extensions in [5]. This method utilizes flexibility influence coefficients

that are calculated using unit load analysis and Euler-Bernoulli beam bending theory [1].

Alternative methods for determining the uncoupled modes of the system include: Rayleigh

Energy, Rayleigh-Ritz, Stodola, Holzer, and Myklestad [3].

Haddadpour and Firouz-Abadi show the Rayleigh type modal weighting method of ex-

tending an aeroelastic typical section and evaluate the flutter characteristics for unsteady

and quasi-steady aerodynamics [19]. Unsteady aerodynamic formulations are not amenable

to direct time domain simulation due to their frequency dependence. This introduces the

need for rational function approximations such as Roger’s Approximation [20]. Karpel dis-

cusses other methods for rational function approximations including linear least-squares, the

minimum-state method, and Padé approximations in [15].

The final modeling step is to combine the rigid body equations of motion with those

of the flexible wing. Butrill et al. derive the equations of motion for a flexible aircraft in

maneuvering flight [21]. However, the authors employed a mean axis system that decoupled

the elastic motion from the rigid body motion. Waszak and Schmidt develop the equations

of motion in a similar fashion but incorporate aerodynamic strip theory to derive closed form

integral solutions of generalized forces.

Once the system dynamics are fully described, an adaptive controller can be employed.
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Initially, a direct model reference adaptive control algorithm is used following the process

described by Behal et al. [22] and Nguyen [23].

Other adaptation algorithms were also studied, as many have shown promise in aeroelastic

control. Ko et al. use a linearized partial feedback adaptive controller to provide an unstable

nonlinear pitch-plunge system with local asymptotic stability [24]. Behal et al. show that a

nonlinear adaptive output feedback controller is effective in suppressing limit-cycle oscillation

(LCO) flutter of a two dimensional lifting surface in [22]. Adrighettoni and Mantegazza

develop a multi-input, multi-output (MIMO) adaptive flutter suppression system for a wing

with leading-edge and trailing-edge control surfaces [25]. The stabilizing controller uses a full-

state eigenstructure design method and shows a significant increase in aeroelastic damping

and flutter speed. Mattaboni et al. show that a recurrent neural network can be used

to improve the boundaries of the flutter free envelope by 15%. In this case, the modeling

approach involved a finite element stick model with doublet-lattice aerodynamics panels [26].

The ride quality aspect is discussed by Nyugen in [27] where a multi-objective cost

function is used to develop a single control system that provides stability augmentation,

flutter suppression, and load alleviation. Leatherwood et al. quantify ride quality in [28]

where the authors discuss the ranges for lateral and vertical vibration that cause the greatest

level of passenger discomfort. While low frequency vibrations tend to go unnoticed, vertical

vibration near 18Hz cause the greatest level of passenger discomfort [27].

There are instances of adaptive control algorithms implemented on aeroelastic systems, a

basic example being that of Behal et al. who used partial state feedback of a linear model to

drive the pitch displacement to a set point while only using measurements of the pitch state in

the controller [22]. Li et al. use an L1 adaptive controller to suppress LCO of an airfoil with

two structural nonlinearities [29]. Zeng and Singh show the success of a variable structure

model reference adaptive control in tracking a reference model under stable conditions [30].

Zhang et al. show that for a 4-DOF airfoil subjected to unsteady airloads, a partial state

feedback adaptive controller drastically reduced settling time of the system for V < Vf and
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stabilized the system for V > Vf , where Vf is the flutter speed [31]. Nguyen et al. present

the use of an adaptive linear-quadratic-Gaussian controller to suppress unstable aeroelastic

modes on a reduced order aircraft model at two points in the flight envelope [32].
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3 Dynamic Modeling

This chapter discusses the dynamics modeling efforts of this research. This includes

a two-dimensional pitch-plunge-flap airfoil section, a three-dimensional elastic wing model,

and the development of rigid-body aircraft equations of motion with their coupling to the

elastic wing. This chapter also outlines the implementation of a nonlinear torsional stiffness

and actuator freeplay.

The equations of motion for an aeroelastic typical section are derived using energy meth-

ods. In this analysis, given N degrees-of-freedom, Lagrange’s Equation takes the form

d

dt

(
∂L
∂ξ̇i

)
−
(
∂L
∂ξi

)
= Qi i = 1, · · · , N (3.1)

where L is the Lagrangian of the system, ξi are the generalized coordinates, and Qi are

generalized non-conservative forces or moments. The Lagrangian L is the difference between

the kinetic energy of the system T and the potential energy of the system V . Mathematically

this is given by

L = T − V (3.2)

The kinetic energy of the system is purely dependent on generalized rates and the potential

energy is purely dependent on generalized displacements. Therefore, Equation (3.1) can be

written as

d

dt

(
∂T

∂ξ̇i

)
+

(
∂V

∂ξi

)
= Qi (3.3)

which results in N linear differential equations that describe the dynamics of a given system.

For an aeroelastic typical section, this will result in three coupled equations; one that de-

scribes the plunging motion, one that describe the pitching motion, and one that describes

the flap motion.
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3.1 Simplified Airfoil Model

This section discusses the modeling of a two-dimensional pitch-plunge-flap airfoil section.

As detailed in Chapter 2, many different implementations of the two-dimensional pitch-

plunge airfoil section exist. The classical formulation is first presented by Theodorsen in

NACA TR-496 [6], expanded in NACA TR-736 [7], and further developed by Smilg and

Wasserman in ACTR 4798 [8] to include an unsealed gap. This work uses the symbols and

nomenclature consistent with that of Theodorsen with the addition of a nonlinear torsional

stiffness term kα(α). Figure 3.1 shows the typical section used in this research.

Figure 3.1 Typical Section with Unsealed Gap

The origin is defined at the midchord with the positive x′ direction in the direction of

flow and the leading edge is located at −b in the x′ direction. The lengths shown in Figure

3.1 are non-dimensionalized with respect to the semichord b. The parameters in Figure 3.1

are as follows: a is the non-dimensional distance from the origin to the elastic axis; xw is the

non-dimensional distance from the origin to the center of gravity of the wing-flap system; e is
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the non-dimensional distance from the origin to the flap break point; c is the non-dimensional

distance from the origin to the flap hinge line; xβ is the non-dimensional distance from the

origin to the center of gravity of the flap; and β is flap deflection.

The section is constrained such that it can oscillate in the z′ direction and rotate in the

x′−z′ plane. A linear spring with stiffness kh simulates bending stiffness, a linear or nonlinear

torsional spring with stiffness kα(α) simulates torsional stiffness, and a linear torsional spring

with stiffness kβ simulates the flap stiffness. Positive plunge h is defined in the negative z′

direction, positive pitch α is defined as leading-edge upward, and positive flap angle β is

defined as flap trailing-edge downward.

Now the equations of motion that describe the typical section are derived using Eq. (3.3).

The vertical position of a point on the wing section is given by

zw(t) = − (h(t) b)− b (x′ − a)α(t) (3.4)

The position of a point on the flap section in the airfoil coordinate frame is given by

zf (t) = − (h(t) b)− b (c− a)α(t)− b (x′ − c) (α(t) + β(t)) (3.5)

The kinetic energy of the wing section is

Tw(t) =

∫ be

0

ρw(x
′) ż2w(t) dx

′ (3.6)

where ρw(x
′) is the wing section mass per unit length. Evaluating and simplifying yields

Tw(t) =
1

2
mwb

2ḣ2(t) +
1

2
Iwα̇

2(t) + bSwḣ(t)α̇(t) (3.7)
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The kinetic energy of the flap section is

Tf (t) =

∫ b

be

ρβ(x
′) ż2f (t) dx

′ (3.8)

Evaluating and simplifying yields

Tf (t) =
1
2
mfb

2ḣ2(t)+ 1
2
If α̇

2(t)+ 1
2
Iββ̇

2(t)+ bSf ḣ(t)α̇(t)+ bSβḣ(t)β̇(t)+Pαβα̇(t)β̇(t) (3.9)

Then, the total kinetic energy of the wing-flap system is

T (t) = Tw(t) + Tf (t) (3.10)

In general, the potential energy is a result of elastic energy stored in the system by the

structure. For the two-dimensional system, the energy is stored in the springs. Therefore,

the potential energy of the wing-flap system is

V (t) =
1

2
khh

2(t) +
1

2
k2
α(t, α) +

1

2
kββ

2(t) (3.11)

Applying Eq. (3.3) yields the following equations of motion for an airfoil section:

mbḧ(t) + Sαα̈(t) + Sββ̈(t) + khbh(t) = Qh(t) (3.12)

Sαbḧ(t) + Iαα̈(t) + [Iβ + Sβb(c− a)] β̈(t) + kαα(t) = Qα(t) (3.13)

Sβbḧ(t) + [Iβ + Sβb(c− a)] α̈(t) + Iββ̈(t) + kββ(t) = Qβ(t) (3.14)

where Qh(t), Qα(t), and Qβ(t) are the generalized non-conservative forces due to the plunge,

pitch, and flap degrees-of-freedom respectively. Furthermore, the wing section mass per unit

span is defined as

m′
w =

∫ be

−b

ρw(x
′) dx′ (3.15)
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The wing section static moment per unit span about the elastic axis is defined as

S ′
w =

∫ be

−b

b (x′ − a)ρw(x
′) dx′ (3.16)

The wing section mass moment of inertia per unit span about the elastic axis is defined as

I ′w =

∫ be

−b

b2 (x′ − a)2ρw(x
′) dx′ (3.17)

The flap section mass per unit span is defined as

m′
β =

∫ b

be

ρβ(x
′) dx′ (3.18)

The flap section static moment per unit span about the hinge line is defined as

S ′
β =

∫ b

be

b (x′ − c) ρβ(x
′) dx′ (3.19)

The flap section mass moment of inertia per unit span about the hinge line is defined as

I ′β =

∫ b

be

b2 (x′ − c)2 ρβ(x
′) dx′ (3.20)

The flap section static moment per unit span about the elastic axis is defined as

S ′
f =

∫ b

be

b [(c− a) + (x′ − c)]ρβ(x
′) dx′ (3.21)

or

S ′
f =

∫ b

be

b (x′ − a)ρβ(x
′) dx′ (3.22)

The flap mass moment of inertia per unit span about the elastic axis is defined as

I ′f =

∫ b

be

b2 [(c− a) + (x′ − c)]2ρβ(x
′) dx′ (3.23)
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or

I ′f =

∫ b

be

b2 (x′ − a)ρβ(x
′) dx′ (3.24)

The flap rotational imbalance is defined as

P ′
αβ =

∫ b

be

(Iβ + b(c− a)Sβ) dx
′ (3.25)

The total typical section mass per unit span is defined as

m′ = m′
w +m′

f (3.26)

The total typical section static moment per unit span about the elastic axis is defined as

S ′
α = S ′

w + S ′
f (3.27)

The total typical section mass moment of inertia per unit span about the elastic axis is

defined as

I ′α = I ′w + I ′f (3.28)

Next, the non-conservative forces Q must be considered. For each mode, these forces are

Qh(t) = −chḣ(t)− Le(t) (3.29)

Qα(t) = −cαα̇(t) +Me(t) (3.30)

Qβ(t) = −cββ̇(t) + Te(t) (3.31)

where ch is the plunge damping coefficient, cα is the pitch damping coefficient, cβ is the

flap damping coefficient, Le is the section lift, Me is the section pitching moment, and Te is

the section hinge moment. Substituting the generalized forces into Eq. (3.12) through Eq.
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(3.14) gives the full set of equations that describe the pitch-plunge-flap airfoil dynamics:

mbḧ(t) + Sαα̈(t) + Sββ̈(t) + chḣ(t) + khbh(t) = −Le(t) (3.32)

Sαbḧ(t) + Iαα̈(t) + Pαββ̈(t) + cαα̇(t) + kαα(t) = Me(t) (3.33)

Sβbḧ(t) + Pαβα̈(t) + Iββ̈ + cββ̇(t) + kββ(t) = Te(t) (3.34)

which can be written in matrix form as:
m Sα Sβ

Sα Iα Pαβ

Sβ Pαβ Iβ



ḧe

α̈e

β̈

+


ch 0 0

0 cα 0

0 0 cβ



ḣe

α̇e

β̇

+


kh 0 0

0 kα(αe) 0

0 0 kβ



he

αe

β

 =


−Le

Me

Te

 (3.35)

As the primary focus of this research is the control law development, to simplify the

model, it is assumed that the flap is dynamically decoupled from the wing dynamics. In

addition, it is assumed that the flap is infinitely stiff such that there are no associated elastic

modes. The resulting system of equations is:


m Sα 0

Sα Iα 0

0 0 Iβ



ḧe

α̈e

β̈

+


ch 0 0

0 cα 0

0 0 cβ



ḣe

α̇e

β̇

+


kh 0 0

0 kα(αe) 0

0 0 kβ



he

αe

β

 =


−Le

Me

Te

 (3.36)

Written more compactly, Eq. (3.36) becomes

[Ms] ẍ+ [Cs] ẋ+ [Ks]x = F (3.37)

where [Ms] is the structural mass matrix, [Cs] is the structural damping matrix, [Ks] is the

structural stiffness matrix, and F is a vector of aerodynamic forces. The aerodynamic forcing
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can be written in terms of the elastic displacements and rates

F = [Ma] ẍ+ [Ca] ẋ+ [Ka]x+ F δδ (3.38)

where [Ma] is the aerodynamic apparent mass matrix, [Ca] is the aerodynamic damping

matrix, [Ka] is the aerodynamic stiffness matrix, and F δ is a vector of aerodynamic forces

due to the commanded flap deflection δ. Combining Eq. (3.36) and Eq. (3.38) gives the

following:

[[Ms]− [Ma]] ẍ+ [[Cs]− [Ca]] ẋ+ [[Ks]− [Ka]] x = F δδ (3.39)

where the structural mass matrix is

[Ms] =


m mbxα 0

mbxα Iα 0

0 0 Iβ

 (3.40)

the structural damping matrix is

[Cs] =


ch 0 0

0 cα 0

0 0 cβ

 (3.41)

and the structural stiffness matrix is

[Ks] =


kh 0 0

0 kα(αe) 0

0 0 kβ

 (3.42)
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For quasi-steady airloads, the aerodynamic apparent mass matrix is

[Ma] =


0 0 0

0 0 0

0 0 0

 (3.43)

the aerodynamic damping matrix in coefficient form is

[Ca] = ρU2


b
U
Clα

(
1
2
− a

)
b2

U
Clα 0

b2

U
Cmα

(
1
2
− a

)
b3

U
Cmα 0

b2

U
Chα

(
1
2
− a

)
b3

U
Chα 0

 (3.44)

the aerodynamic stiffness in coefficient form is

[Ka] = ρU2


0 bClα bClβ

0 b2Cmα b2Cmβ

0 b2Chα b2Chβ

 (3.45)

and the aerodynamic forcing vector in coefficient form is

[Fδ] = ρU2


bClδ

b2Cmδ

b2Chδ

 (3.46)

Next, the two-dimensional dynamics are expanded to represent a three-dimensional wing

using a modal weighting technique.

3.2 Structural Dynamics

The method for determining the uncoupled modes of a simplified beam is provided in

[33]. The following section restates that work with some minor modifications and is included

for completeness. The elastic deformation of the wing can be decomposed into a finite set of
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uncoupled bending (ϕhe) and torsional (ϕαe) modes

he(y, t) =

Nh∑
i=1

hei(t)ϕhei
(y) (3.47)

αe(y, t) =
Nα∑
j=1

αej(t)ϕαej
(y) (3.48)

where Nh is the number of uncoupled bending modes to be considered in the analysis and

Nα is the number of uncoupled torsional modes to be considered in the analysis. These mode

shapes are orthogonal such that

ϕ⊤
hem

ϕhen
= 0 ∀ m ̸= n

and

ϕ⊤
αem

ϕαen
= 0 ∀ m ̸= n

The mode shapes are calculated using beam flexibility influence coefficients and a matrix

iteration process.

For a highly swept wing, the bending and torsion may be strongly coupled. In this case,

using uncoupled bending and torsion modes in the elastic analysis can lead to a loss of

accuracy. For a strongly coupled system, the elastic deformation can be decomposed into a

finite set of normal modes (ϕi) such that

η(y, t) =
N∑
i=1

ηi(t)ϕi(y) (3.49)

where ηi is the ith normal displacement and ϕi is the ith normal mode shape. The mode

shapes are orthogonal such that

ϕ⊤
i ϕj = 0 ∀ i ̸= j
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The same matrix iteration process can be used to determine the normal modes, with the

difference being the normal mode ϕi contains all the bending and torsional displacements

whereas the uncoupled modes ϕhei
and ϕαei

contain only bending and only torsion respec-

tively.

3.3 Mode Shape Determination

The coupled frequencies and mode shapes of the structure are determined using the

matrix iteration method for a lumped parameter system developed by Flomenhoft [4]. To

determine the modes using this method, the flexibility influence coefficients of each struc-

tural component are required. Bisplinghoff, Ashley, and Halfman [1] present the process

for deriving the influence coefficients as they discuss the deformation of an elastic airplane

under static loads. The following section outlines their method for determining the flexibility

influence coefficients of an elastic airplane subjected to a combination of generalized forces.

Under the assumption that the structure is perfectly elastic, the deflections of an aircraft

under static load can be represented by the linear system

{q} = [C]{Q} (3.50)

where {Q} is a vector of applied forces, [C] is a matrix of proportionality constants, and

{q} is a vector of the resulting deflections. Since the system is linear, superposition applies.

This means the total deflection of a given point can be written as the sum of deflections

caused by the individual forces and moments. Under the assumption of superposition, {Q}

now represents generalized forces and {q} represents generalized coordinates. Eq. (3.50)

can then be written as a summation of n generalized forces weighted by their corresponding

flexibility influence coefficients, Cij, as follows

qi =
n∑

j=1

CijQj (i = 1, 2, · · ·, n) (3.51)
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Alternatively, the forces can be expressed as functions of displacement by

Qi =
n∑

j=1

kijqj (i = 1, 2, · · ·, n) (3.52)

where kij are stiffness influence coefficients. Eq. (3.51) and Eq. (3.52) can be written in

matrix notation as follows

{q} = [C]{Q} (3.53)

{Q} = [k]{q} (3.54)

Thus, the stiffness influence coefficients [k] and flexibility influence coefficients [C] are related

by the following:

[k] = [C]−1 (3.55)

In most cases, finding the stiffness influence coefficients is a much more involved process than

that of finding the flexibility influence coefficients; thus, determining the flexibility influence

coefficients is the more common method [1].

The flexibility influence coefficients of a slender wing, as described by Bisplinghoff et

al. [1], are found by applying a unit load and unit torque along the structure’s elastic

axis at location η and measuring the response at location y. Figure 3.2 shows the variable

designations for a straight tapered wing, with its elastic axis aligned with the Y axis.
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Figure 3.2 Straight Wing Subjected to Unit Load and Torque [1]

For a straight tapered wing with loads applied to the elastic axis and moments about the

elastic axis, it is known that there is no bending deflection due to an applied torque and no

torsion due to an applied point load. Therefore, the only influence coefficients that need to

be calculated are Czz(y, η) and Cθθ(y, η), where Czz(y, η) is the bending influence coefficient

at y due to a unit load at η and Cθθ(y, η) is the torsional influence coefficient at y due to

a unit torque at η. Bisplinghoff et al. [1] derived the influence coefficients for a straight

tapered wing using strain energy. For the case of η ≥ y, the bending influence coefficients

are

Czz(y, η) =

∫ y

0

(η − λ) (y − λ)

EI
dλ+

∫ y

0

dλ

GK
(η ≥ y) (3.56)

and when y > η

Czz(y, η) =

∫ η

0

(η − λ) (y − λ)

EI
dλ+

∫ η

0

dλ

GK
(y > η) (3.57)

In Eqs. (3.56) and (3.57), the first integral represents the deflection due to bending stress

and the second integral represents the deflection due to transverse shear stress. Next, the
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torsional influence coefficients are defined by BAH. For the case of η ≥ y, the torsional

influence coefficients are

Cθθ(y, η) =

∫ y

0

dλ

GJ
(η ≥ y) (3.58)

and when y > η

Cθθ(y, η) =

∫ η

0

dλ

GJ
(y > η) (3.59)

where in Eqs. (3.56) through (3.59), EI represents the bending stiffness of the structure,

GJ represents the torsional stiffness, and GK represents the shear stiffness. In general, the

complete set of influence coefficients is defined as

[C] =

 Czz Czθ

Cθz Cθθ

 (3.60)

where Czz is a matrix of bending influence coefficients due to point loads, Czθ is a matrix

of bending influence coefficients due to moments, Cθz is a matrix of rotational influence

coefficients due to point loads, and Cθθ is a matrix of rotational influence coefficients due to

moments.

For an unswept wing, the bending and torsion are largely independent of one another.

In other words, a point load on the beam does not cause torsion and torque on the beam

does not cause bending. Mathematically, this means that Czθ = Cθz = 0. For this case, the

deformation of the wing is treated as two separate problems: a beam bending-only problem;

and a beam torsion-only problem. For beams in which the cross-sectional dimensions are

small in comparison to the length, i.e. slender beams, the deformations due to transverse

shear may be neglected [1]. Then, Euler-Bernoulli beam bending theory is used to determine

the deflection and slope of the cantilevered beam under an applied load. Figure 3.3 shows a

cantilevered beam with bending stiffness EI that varies along its length. A point load P is

applied at location ξ while the displacement w and slope w′ are determined at location x.
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Figure 3.3 Displacement and Slope due to an Applied Load

Strain energy theory is used to determine the rotation of the beam under an applied

torque. Figure 3.4 shows a cantilevered beam with torsional stiffness GJ that varies along

its length. A torque T is applied at location ξ while the rotation θ is determined at location

x.

Figure 3.4 Torsion due to an Applied Moment
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In many cases, structural data may only be available for discrete parameters that describe

the mass properties and section inertial properties. A beam with varying section properties

can be idealized as a series of constant cross section beams. Figure 3.5 is a visualization of

this representation. This shows a beam discretized into N segments, each with constant EI

and GJ . For a sufficiently large number of segments, the properties of the discretized beam

become representative of a tapered beam.

Figure 3.5 Discretized Beam

For such cases, calculating the flexibility influence coefficients begins with Euler-Bernoulli

beam bending theory.

w′′(x, ξ) =
1

EI(x)
M(x, ξ) (3.61)

where w′′(x, ξ) is the second derivative of the deflection at point x due to a point load at ξ,

M(x, ξ) is the bending moment at point x due to a point load at ξ, and EI(x) is the bending
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stiffness of the beam at point x.

The angular rotation of a beam due to an applied torque is given by

θ′(x, ξ) =
1

GJ(x)
T (x, ξ) (3.62)

where θ′(x, ξ) is the first derivative of the rotation of the beam at point x due to a torque

applied at ξ, T (x, ξ) is the torque applied to point ξ, and GJ(x) is the torsional rigidity of

the beam at point x.

Two cases must be considered when formulating the moment: ξ ≥ x and x > ξ. Figure

3.6 shows the internal moment for the case of ξ ≥ x.

Figure 3.6 Torsion Due to an Applied Moment

For this unit load case, the bending moment is

M(x, ξ) = (1)(ξ − x) (3.63)

which, when substituted into Eq. (3.61) gives

w′′(x, ξ) =
1

EI(x)
(ξ − x) (3.64)

For sufficiently small discretized lengths, the bending stiffness is treated as constant along

the domain of integration. Integrating once leads to the slope of the beam at point x due to
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a point load at ξ. This slope is given by

w′(x, ξ) =
1

EI(x)

(
ξx− 1

2
x2 + c1

)
(3.65)

where c1 is a constant of integration that is determined by evaluating the slope at the previous

segment. Integrating once more yields an equation that describes the displacement of the

beam at point x due to a point load at ξ

w(x, ξ) =
1

EI(x)

(
1
2
ξx2 − 1

6
x3 + c1x+ c2

)
(3.66)

where c2 is a second constant of integration that is determined by evaluating the displacement

at the previous segment. Next, an applied torque is considered. Figure 3.7 illustrates the

internal torsion at x resulting from an applied torque at ξ for the case of ξ ≥ x.

Figure 3.7 Torsion at x Due to an Applied Torque at ξ

For this case, the torsional moment is

T (x, ξ) = 1 (3.67)

For simplicity, the torsional stiffness is treated as a constant along the domain of integration.

Then, for a constant torsional stiffness, Eq. (3.62) becomes

θ′(x, ξ) =
1

GJ(x)
(1) (3.68)
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Integrating once gives the rotation of the beam at point x due to a unit torsion at ξ. This

is expressed as

θ(x, ξ) =
1

GJ(x)
(x+ c1) (3.69)

where c1 is a constant of integration that is determined by evaluating the rotation at the

previous segment. For the case of x > ξ, the bending moment is

M(x, ξ) = 0 (3.70)

The resulting slope is

w′(x, ξ) = c1 (3.71)

and the displacement is

w(x, ξ) = c1x+ c2 (3.72)

For the case of x ≥ ξ, the torque is

T (x, ξ) = 0 (3.73)

The resulting rotation is

θ(x, ξ) = c1 (3.74)

Then, the bending influence coefficients for ξ ≥ x become

Czz(x, ξ) = w(x, ξ) =
1

EI(x)

(
1
2
ξx2 − 1

6
x3 + c1x+ c2

)
(3.75)

and the torsional influence coefficients for ξ ≥ x are

Cθθ = θ(x, ξ) =
1

GJ(x)
(x+ c1) (3.76)
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The bending influence coefficients for x ≥ ξ are

Czz(x, ξ) = w(x, ξ) = c1x+ c2 (3.77)

and the torsional influence coefficients for x ≥ ξ are

Cθθ(x, ξ) = θ(x, ξ) = c1 (3.78)

In the case of a swept wing, the bending and torsion may be coupled together, i.e.

Czθ = Cθz ̸= 0. This means an applied force may cause rotation in addition to bending and

an applied moment may cause bending in addition to rotation. To simplify the problem, the

beam bending and torsion principles are applied in a swept axis system and the resulting

bending and torsion are decomposed into a standard Cartesian frame. Figure 3.8 shows a

swept wing in a standard aircraft coordinate frame. A swept axis Ys is aligned with the

elastic axis of the wing such that the swept wing can be treated as a straight tapered beam.

Figure 3.8 Axis System for Swept Wing [1]
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Similar to the straight tapered wing, two cases must be considered. In the first case, the

applied load is outboard of the measured displacement (e.g. ξ ≥ x or η ≥ y). Figure 3.9

shows the internal moments at a section cut due to an applied force in the Z direction when

the applied force is outboard of the section cut.

Figure 3.9 Internal Moments Due to Applied Force

For the unit load case, the internal moment about the X axis is

Mx = (1)(η − y) (3.79)

and the internal moment about the Y axis is

My = (1)(ξ − x) (3.80)

Figure 3.10 shows the internal moments at a section cut due to an applied moment in X

and Z when the applied moment is outboard of the section cut.
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Figure 3.10 Internal Moments Due to an Applied Moment

In the second case, the applied load is inboard of the measured displacement (e.g. x ≥ ξ

or y ≥ η). For this case, similar to the simplified beam problem,

Mx = 0 (3.81)

and

My = 0 (3.82)

For each case, the internal moments can then be resolved into the swept coordinate frame

and applied to the wing. Figure 3.11 shows the orientation of the swept axis with respect to

the global Cartesian frame as well as the moments in each frame.

Figure 3.11 Applied Moments in the Swept Axis System
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By applying the rotation, the internal moment about the Xs axis is

Mxs = MxcosΛ−MysinΛ (3.83)

and the internal moment about the Ys axis is

Mys = MxsinΛ +MycosΛ (3.84)

where Mxs is analogous to the bending moment for a straight tapered beam and Mys is

analogous to the torsional moment for a straight tapered beam. Then, the displacement

w(x, y, ξ, η) and slope θ(x, y, ξ, η) due to bending in the swept axis system are calculated

using Eq. 3.61 and the twist due to torsion in the swept axis system is calculated using Eq.

3.62. The bending influence coefficients can then be directly calculated as Czz(x, y, ξ, η),

which is equal to w(x, y, ξ, η) for an applied force, and Czθ(x, y, ξ, η), which is equal to

w(x, y, ξ, η) for an applied moment. Depending on the definition of torsional displacement,

the rotational influence coefficients may require rotation back into the unswept coordinate

frame. Figure 3.12 shows the relationship between rotations in the unswept and swept

coordinate frames.

Figure 3.12 Torsional Influence Angles in the Swept Axis System

This yields the relationships

θx = θxscosΛ + θyssinΛ (3.85)
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and

θy = −θxssinΛ + θyscosΛ (3.86)

Then, the rotational influence coefficients Cθ z(x, y, ξ, η) and Cθθ(x, y, ξ, η) can be deter-

mined.

3.4 Matrix Iteration Method

Matrix iteration is a method used to determine the frequencies and mode shapes of a

dynamical system that is of the form

[M ]ẍ+ [K]x = 0 (3.87)

Under the assumption of simple harmonic motion where x = x0e
iω t, Eq. (3.87) becomes

(
[K]− ω2[M ]

)
x0 = 0 (3.88)

According to Flomenhoft [4], the problem of determining vibrational mode shapes and fre-

quencies of a dynamic system is to reduce Eq. (3.88) to an eigenvalue problem of the form

[D] {A} = λ {A} (3.89)

where {A} is a column matrix of mode shapes and [D] is known as the dynamic matrix,

given by

[D] = [K]−1 [M ] (3.90)

where [K] is the matrix of stiffness influence coefficients, and [M ] is the mass matrix. Sub-

stituting Eq. (3.55) into Eq. (3.90) allows for direct computation of the dynamic matrix

once the flexibility influence coefficients are known

[D] = [C] [M ] (3.91)
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The dynamic matrix is useful in the matrix iteration process to determine the first funda-

mental frequency and mode shape of the dynamic system. When calculating the uncoupled

modes, Bisplinghoff et. al. [1] show that the characteristic equation of the system is

1

ω2
r

ϕ(r) = [D]ϕ(r) (3.92)

where ωr is the frequency of vibration of the rth mode and ϕ(r) is its corresponding mode

shape. The fundamental mode, r = 1, is determined by making an initial estimate of the

mode shape ϕ
(1)
1 such that one of the elements ϕ

(1)
1n is equal to 1. The subscript indicates the

iteration number. The simplest approach is to take a trial mode shape, ϕ
(1)
1 , to be a vector

of ones. Substituting the trial mode shape into the right hand side of Eq. (3.92) gives

[D]ϕ
(1)
1 = {N1} (3.93)

The resulting vector, the left hand side of Eq. (3.93), is then normalized with the nth element

{N1} = N1n

{
N1

N1n

}
= N1nϕ

(1)
2 (3.94)

The process is then repeated using ϕ
(1)
2 as the trial mode shape. After m iterations, the

resulting vector will converge to the following

[D]ϕ(1)
m = Nmnϕ

(1)
m (3.95)

where ϕ
(1)
m is the converged fundamental mode shape and 1/Nmn is equal to the fundamental

frequency ω2
1. To determine the higher order mode shapes, the orthogonality condition

∑
i

B
(r)
i A

(r+1)
i = 0 (3.96)
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between mode shapes must be enforced, where A
(r+1)
i are unknown values of the relative

displacement of the (r + 1)th mode and B
(r)
i is a constant. For the case of no dynamic

coupling

B
(r)
i = miϕ

(r)
i (3.97)

whereas for the case with dynamic coupling

B
(r)
i =

∑
j

mijϕ
(r)
j (3.98)

where ϕ(r) is a vector of the converged values of the rth mode of a fixed system. The

individual elements of the
{
A(r+1)

}
vector for the (r + 1)th mode can be written as

A
(r+1)
1 = −B

(r)
2

B
(r)
1

A
(r+1)
2 − B

(r)
3

B
(r)
1

A
(r+1)
3 ...− B

(r)
n

B
(r)
1

A(r+1)
n

A
(r+1)
2 = A

(r+1)
2

...

A(r+1)
n = A(r+1)

n


(3.99)

Then, for simplicity, the ratio of weighting factors is defined as

K
(r)
1i = −B

(r)
i

B
(r)
1

such that Eq. (3.99) can be written in matrix notation in terms of the coefficients K
(r)
1i .



A
(r+1)
1

A
(r+1)
2

·

·

A
(r+1)
n


=



0 K
(r)
12 K

(r)
13 · · · K

(r)
1n

0 1 0 · · · 0

· 0 1 · · · ·

· · · · · · ·

0 0 0 · · · 1





A
(r+1)
1

A
(r+1)
2

·

·

A
(r+1)
n


(3.100)
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or in more compact form, {
A(r+1)

}
=

[
S(r)

] {
A(r+1)

}
(3.101)

where the square matrix
[
S(r)

]
is known as the “sweeping” matrix. Substituting Eq. (3.101)

into Eq. (3.89) yields: [
D(r)

] [
S(r)

] {
A(r+1)

}
= λ

{
A(r+1)

}
(3.102)

Flomenhoft [4] notes that, since the first column of
[
S(r)

]
is composed of all zeros, the order

of the matrix is effectively reduced by one. In the case of determining the second mode, A1

is multiplied by zero and has no effect on the iteration process. For each subsequent mode

that is solved, another column of the sweeping matrix will become all zeros and another

row will be comprised of the coefficients Kij, thus the name ”sweeping matrix”. Essentially,

the first mode is removed to determine the second mode. Clough and Penzien [5] explain

that iterating a trial mode shape that contains no component of the fundamental mode will

converge to the second mode. Expressed mathematically,

[
D(1)

] [
S(1)

] {
A(2)

}
=

[
D(2)

] {
A(2)

}
(3.103)

Therefore, the dynamic matrix for higher modes can be found using the following:

[
D(r+1)

]
=

[
D(r)

] [
S(r)

]
(3.104)

With this new dynamic matrix, the higher modes are calculated using the iteration process

discussed above. However, the computation of higher modes must be approached cautiously.

The lower modes must be calculated with great precision as the accuracy of each higher

mode reduces by an order of magnitude. Therefore, this sweeping process is generally used

to compute no more than the first four or five modes [5]. The uncoupled mode shapes can

now be used to compute the system equations of motion.

37



3.5 Three-Dimensional Equations of Motion

For a three-dimensional wing where multiple bending, torsion, or normal modes are

considered, the equations of motion must be modified. This begins with reformulating the

kinetic and potential energies of the system to account for a full span wing. This is done by

calculating the energy per unit span and integrating along the length of the wing. Figure

3.13 shows the nomenclature used when calculating the energies of the wing. The semi-span

length is l, the non-dimensional inboard flap break location is ηi (i.e. 0 ≤ ηi ≤ ηo), and the

non-dimensional outboard flap break location is ηo (i.e. 0 ≤ ηo ≤ 1).

Figure 3.13 Wing and Control Surface Dimensions

The kinetic energy per unit span of a given spanwise location y at time t is:

dT (y, t)

dy
=

Nh∑
i=1

1

2
m(y)ḣ2

i (y, t) +
Nα∑
j=1

1

2
Iα(y)α̇

2
j (y, t) +

1

2
Iβ(y)β̇

2(y, t)

+

Nh∑
i=1

Nα∑
j=1

Sα(y)ḣi(y, t)α̇j(y, t) +

Nh∑
i=1

Sβ(y)ḣi(y, t)β̇(y, t) +
Nα∑
j=1

Pαβ(y)α̇j(y, t)β̇(y, t) (3.105)

where m(y) is the wing-flap section mass per unit length, Iα(y) is the wing-flap section mass

moment of inertia about the elastic axis per unit length, Iβ(y) is the flap mass moment of

inertia about the hinge line per unit length, Sα(y) is the wing-flap static imbalance about
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the elastic axis per unit length, Sβ(y) is the flap static imbalance about the hingeline per

unit length, and Pαβ is the flap rotational imbalance per unit length.

The potential energy per unit span of a given section at location y at time t is a function

of the strain energy stored in the system resulting from bending and torsion. This is given

by

dV (y, t)

dy
=

Nh∑
i=1

1

2
EI(y)

{
∂2

∂y2
hi(y, t)

}2

+
Nα∑
j=1

1

2
GJ(y)

{
∂2

∂y2
αj(y, t)

}2

+
1

2
kββ

2(y, t) (3.106)

where EI(y) is the bending stiffness at location y, GJ(y) is the torsional stiffness at location

y, and kβ is structural stiffness of the flap. Integrating along the span gives the total kinetic

energy of the wing at time t:

T (t) =

Nh∑
i=1

1

2
Miḣ

2
i (t) +

Nα∑
j=1

1

2
Iαj

α̇2
j (t) +

1

2
Iββ̇

2(t) +

Nh∑
i=1

Nα∑
j=1

Sαij
ḣi(t)α̇j(t)

+

Nh∑
i=1

Sβi
ḣi(t)β̇(t) +

Nα∑
j=1

Pαβj
α̇j(t)β̇(t) (3.107)

where the effective mass of the ith bending mode is

Mi =

∫ l

0

m(y)ϕ2
hi
(y)dy (3.108)

the effective rotational inertia of the jth torsional mode is

Iαj
=

∫ l

0

Iα(y)ϕ
2
αj
(y)dy (3.109)

the effective flap rotational inertia is

Iβ =

∫ lηo

lηi

Iβ(y)(1)dy (3.110)

39



the effective static imbalance between the ith bending and jth torsional modes is

Sαij
=

∫ l

0

Sα(y)ϕhi
(y)ϕαj

(y)dy (3.111)

the effective flap static imbalance for the ith bending mode is

Sβi
=

∫ lηo

lηi

Sβ(y)ϕhi
(y)(1)dy (3.112)

and the effective flap rotational imbalance for the jth torsional mode is

Pαβj
=

∫ lηo

lηi

Pαβ(y)ϕαj
(y)(1)dy (3.113)

Next, integrating along the span gives the total potential energy of the wing at time t:

V (t) =

Nh∑
i=1

1

2
khi

h2
i (t) +

Nα∑
i=1

1

2
kαj

α2
j (t) +

1

2
kββ

2(t) (3.114)

where the effective stiffness of the ith bending mode is

khi
=

∫ l

0

EI(y)

{
∂2

∂y2
ϕhi

(y)

}2

(3.115)

the effective stiffness of the jth torsional mode is

kαj
=

∫ l

0

GJ(y)

{
∂2

∂y2
ϕαj

(y)

}2

(3.116)

and the effective flap stiffness is

kβ =

∫ lηo

lηi

kβ(y)dy (3.117)

Alternatively, if the natural frequencies are known, the effective stiffness for each mode can be

calculated by applying a simple harmonic motion assumption to the unforced vibration case,

assuming it is only free to move with a single degree-of-freedom (DOF); i.e., all other modes
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are fixed. For example, the equation of motion for the first bending mode (h1) becomes

d

dt

(
∂T

∂ḣ1

)
+

∂V

∂h1

= 0 = M1ḧ+ kh1h (3.118)

Applying the simple harmonic motion condition to Eq. (3.118) yields

(
−M1ω

2
h1

+ kh1

)
h = 0 (3.119)

which simplifies to

kh1 = M1ω
2
h1

(3.120)

It follows that the effective stiffness for the ith bending mode is

khi
= Miω

2
hi

(3.121)

the stiffness for the jth torsional mode is

kαj
= Iαj

ω2
αj

(3.122)

and the stiffness of the flap is

kβ = Iβω
2
β (3.123)

Finally, given Eq. (3.107) and Eq. (3.114) the equations of motion that govern the elastic

wing are calculated using Eq. (3.3). The resulting equations for all bending DOFs are

M1ḧ1 + Sα11α̈1 + · · ·+ Sα1Nα
α̈Nα + Sβ1 β̈ + kh1h1 = Qh1 (3.124)

M2ḧ2 + Sα21α̈1 + · · ·+ Sα2Nα
α̈Nα + Sβ2 β̈ + kh2h2 = Qh2 (3.125)

...

MNh
ḧNh

+ SαNh1
α̈1 + · · ·+ SαNhNα

α̈Nα + SβNh
β̈ + khNh

hNh
= QhNh

(3.126)
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The resulting equations for all torsional DOFs are

Sα11ḧ1 + · · ·+ SαNh1
ḧNh

+ Iα1α̈1 + Pαβ1 β̈ + Iα1ω
2
α1

α1 = Qα1 (3.127)

Sα12ḧ1 + · · ·+ SαNh2
ḧNh

+ Iα2α̈2 + Pαβ2 β̈ + Iα2ω
2
α2

α2 = Qα2 (3.128)

...

Sα1Nα
ḧ1 + · · ·+ SαNhNα

ḧNh
+ IαNα

α̈Nα + PαβNα
β̈ + IαNα

ω2
αNα

αNα = QαNα
(3.129)

and the equation for the flap DOF is

Sβ1ḧ1 + · · ·+ SβNh
ḧNh

+ Pαβ1α̈1 + · · ·+ PαβNα
α̈Nα + Iββ̈ + Iβω

2
β β = Qβ (3.130)

Together, these form a system of (Nh +Nα + 1) equations of motion. These can be written

more compactly in matrix form as

[Ms] ẍ+ [Ks]x = Q (3.131)

where the state vector is

x =

{
h1 · · · hNh

α1 · · · αNα β

}⊤

(3.132)
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Next, the structural mass matrix can be written as

[Ms] =



M1 · · · 0 Sα11 · · · Sα1Nα
Sβ1

...
. . .

...
...

. . .
...

...

0 · · · MNh
SαNh1

· · · SαNhNα
SβNh

Sα11 · · · SαNh1
Iα1 · · · 0 Pαβ1

...
. . .

...
...

. . .
...

...

Sα1Nα
· · · SαNhNα

0 · · · IαNα
PαβNα

Sβ1 · · · SβNh
Pαβ1 · · · PαβNα

Iβ



(3.133)

This is condensed into a series of sub-matrices as follows

[Ms] =


[M ] [Sα] [Sβ]

[Sα]
⊤ [Iα] [Pαβ]

[Sβ]
⊤ [Pαβ]

⊤ [Iβ]

 (3.134)

where the matrix of effective masses is

[M ] =


M1 · · · 0

...
. . .

...

0 · · · MNh

 (3.135)

the matrix of effective static imbalances is

[Sα] =


Sα11 · · · Sα1Nα

...
. . .

...

SαNh1
· · · SαNhNα

 (3.136)
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the matrix of effective flap imbalances is

[Sβ] =


Sβ1

...

SβNh

 (3.137)

the matrix of effective mass moments of inertia is

[Iα] =


Iα1 · · · 0

...
. . .

...

0 · · · IαNα

 (3.138)

the matrix of effective rotational imbalances is

[Pαβ] =


Pαβ1

...

PαβNα

 (3.139)

and the flap moment of inertia about the hingeline is

[Iβ] = Iβ (3.140)
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Similarly, the structural stiffness matrix is

[Ks] =



kh1 · · · 0 0 · · · 0 0

...
. . .

...
...

. . .
...

...

0 · · · khNh
0 · · · 0 0

0 · · · 0 kα1 · · · 0 0

...
. . .

...
...

. . .
...

...

0 · · · 0 0 · · · kαNα
0

0 · · · 0 0 · · · 0 kβ



(3.141)

which is condensed into a series of sub-matrices

[Ks] =


[Kh] [0]Nh×Nα [0]Nh×1

[0]Nα×Nh
[Kα] [0]Nα×1

[0]1×Nh
[0]1×Nα [Kβ]

 (3.142)

where the matrix of effective bending stiffness is

[Kh] =


kh1 · · · 0

...
. . .

...

0 · · · khNh

 (3.143)

the matrix of effective torsional stiffness is

[Kα] =


kα1 · · · 0

...
. . .

...

0 · · · kαNα

 (3.144)

and the effective flap stiffness is

[Kβ] = kβ (3.145)
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Finally, the vector of generalized forces is

Q =



Qh1

...

QhNh

Qα1

...

QαNα

Qβ



(3.146)

For a given DOF, the generalized force is a combination of damping and aerodynamic

forces or moments. It has been shown that the structural damping is a function of the

amplitude of the system and its frequency. Furthermore, the damping force can be described

by a force whose magnitude is proportional to the elastic restoring force, but in phase with

the velocity [3]. For each bending DOF, the structural damping due to bending rate and lift

is considered:

Qhi
= −chi

ḣi − Lei (3.147)

where chi
is the effective damping of the ith bending mode and Lei is the elastic lift of the

ith bending mode. For each torsional DOF, the structural damping due to torsion rate and

the bending moment about the elastic axis is considered:

Qαj
= −cαj

α̇j +Mej (3.148)

where cαj
is the effective damping of the jth torsional mode and Mej is the torsional moment

about the elastic axis of the jth torsional mode. For the flap, the structural damping due to

the flap rate and the hinge moment is considered:

Qβ = −cββ̇ + Te (3.149)
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Substituting the vector of the generalized forces into Eq. (3.131) gives the final set of

differential equations that govern the structural dynamics:

[Ms] ẍ+ [Cs] ẋ+ [Ks]x = Q (3.150)

where the structural damping matrix is

[Cs] =



ch1 · · · 0 0 · · · 0 0

...
. . .

...
...

. . .
...

...

0 · · · chNh
0 · · · 0 0

0 · · · 0 cα1 · · · 0 0

...
. . .

...
...

. . .
...

...

0 · · · 0 0 · · · cαNα
0

0 · · · 0 0 · · · 0 cβ



(3.151)

This is condensed into a series of sub-matrices

[Cs] =


[Ch] [0]Nh×Nα [0]Nh×1

[0]Cα×Nh
[Cα] [0]Nα×1

[0]1×Nh
[0]1×Nα [Cβ]

 (3.152)

where the matrix of effective bending structural damping is

[Ch] =


ch1 · · · 0

...
. . .

...

0 · · · chNh

 (3.153)
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the matrix of effective torsional structural damping is

[Cα] =


cα1 · · · 0

...
. . .

...

0 · · · cαNh

 (3.154)

and the matrix of effective flap damping is

[Cβ] = cβ (3.155)

As previously stated, the damping force is proportional to the elastic restoring force and

some damping coefficient g. Thus, the damping coefficients for each bending mode in Eq.

(3.151) are calculated by

chi
= gMiωhi

(3.156)

the damping coefficients for each torsional mode are calculated by

cαj
= g Iiωαj

(3.157)

and the damping coefficient for the flap mode is calculated by

cβ = g Iβωβ (3.158)

Next, the aerodynamic forces and moments are calculated. The total lift, torsional moment,

and hinge moment are written in terms of the contribution from each mode. The lift at

station y exciting the ith bending mode is

Lei(y) = Lḣi
(y) +

Nα∑
j=1

Lαj
(y) +

Nα∑
j=1

Lα̇j
(y) + Lβ(y) + Lβ̇(y) + Lδ(y) (3.159)

where Lḣi
(y) is the lift due to the rate of the ith bending mode, Lαj

(y) is the lift due to the
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jth torsion mode, Lα̇j
(y) is the lift due to the rate of the jth torsional mode, Lβ(y) is the lift

due to elastic flap deflection, Lβ̇(y) is the lift due to the rate of elastic flap deflection, and

Lδ(y) is the lift due to control surface deflection. The torsional moment about the elastic

axis at station y exciting the jth torsional mode is

Mej(y) =

Nh∑
i=1

Mḣi
(y) +Mαj

(y) +Mα̇j
(y) +Mβ(y) +Mβ̇(y) +Mδ(y) (3.160)

where Mḣi
(y) is the torsional moment due to the rate of the ith bending mode, Mαj

(y) is the

torsional moment due to the jth torsional mode, Mα̇j
(y) is the torsional moment due to the

rate of the jth bending mode, Mβ(y) is the torsional moment due to elastic flap deflection,

Mβ̇(y) is the torsional moment due to the rate of elastic flap deflection, and Mδ(y) is the

torsional moment due to control surface deflection. The hinge moment at station y is

Te(y) =

Nh∑
i=1

Tḣi
(y) +

Nα∑
j=1

Tαj
(y) +

Nα∑
j=1

Tα̇j
(y) + Tβ(y) + Tβ̇(y) + Tδ(y) (3.161)

where Tḣi
(y) is the hinge moment due to the rate of the ith bending mode, Tαj

(y) is the

hinge moment due to the jth torsional mode, Tα̇j
(y) is the hinge moment due to the rate of

the jth torsional mode, Tβ(y) is the hinge moment due to elastic flap deflection, Tβ̇(y) is the

hinge moment due to the rate of elastic flap deflection, and Tδ(y) is the hinge moment due

to control surface deflection.

The net aerodynamic influence for each mode is found by applying modal weighting and

integrating along the span. For a wing semi-span, the effective lift that excites the ith

bending mode is

Lei =

∫ l

0

Le(y)ϕhi
(y)dy (3.162)

Substituting Eq. (3.159) into Eq. (3.162) gives the effective lift for the ith bending mode

in terms of aerodynamic influence. Due to the orthogonality of modes, the only bending

contribution to the lift into the ith bending mode is that of ḣi. Thus, the total effective lift
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for the ith bending mode is

Lei = Ahiḣi
+

Nα∑
j=1

Ahiαj
+

Nα∑
j=1

Ahiα̇j
+ Ahiβ + Ahiβ̇

+ Ahiδ (3.163)

where each quantity A is the aerodynamic influence of one mode onto another. For example,

the aerodynamic influence of the ith bending mode onto the ith bending mode is given by

Ahiḣi
=

∫ l

0

Lḣi
(y)ϕhi

(y)dy (3.164)

or

Aḣi
=

n∑
k=1

Lḣi
(yk)ϕhi

(yk) (3.165)

where n is the total number of spanwise stations. Similarly, the effective torsional moment

for the jth torsional mode is

Mej =

∫ l

0

Me(y)ϕαj
(y)dy (3.166)

and the effective hinge moment is

Te =

∫ lηo

lηi

Te(y)(1)dy (3.167)

Both the torsional moment and hinge moment can also be expanded in terms of the aero-

dynamic influence of each mode. With all of the generalized forces known, they can be
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assembled into the aerodynamic forcing vector as follows

F a =



Lei

...

LeNh

Mej

...

MeNα

Te



(3.168)

Substituting into Eq. (3.150) yields the the full set of aeroelastic equations for a three

dimensional wing, fixed at its root.

[Ms] ẍ+ [Cs] ẋ+ [Ks]x = F a (3.169)
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3.6 Rigid-Body Dynamics

The rigid-body aircraft equations of motion are developed such that the elastic wing

dynamics can be appended to the model. Figure 3.15 shows the standard aircraft body axis

frame in which the combined rigid-elastic equations of motion are developed.

Figure 3.14 Aircraft Body Axis System Notations

For simplicity, the rigid body and flexible dynamics are assumed to not be inertially cou-

pled; they are only coupled through the aerodynamic forcing. The complete set of equations

that governs six degree-of-freedom aircraft dynamics is

m(u̇+ qw − rv) = −mg sinθ + Fx (3.170)

m(v̇ + ur − pw) = mg cosθ sinϕ+ Fy (3.171)

m(ẇ + pv − qu) = mg cosθ cosϕ+ Fz (3.172)

ṗIxx − ṙIxz − pqIxz + rq(Izz − Izz) = Mx (3.173)

q̇Iyy + pq(Ixx − Izz) + (p2 − r2)Ixz = My (3.174)

ṙIzz − ṗIxz + pq(Iyy − Ixx) + qrIxz = Mz (3.175)
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In the interest of simplicity, the analysis is reduced to longitudinal motion only. Thus, the

rigid-body equations of motion become

u̇ = −qw − gsinθ + X
m

(3.176)

ẇ = qu+ gcosθ + Z
m

(3.177)

q̇ = M
Iyy

(3.178)

θ̇ = q (3.179)

ḣ = usinθ − wcosθ (3.180)

where u is velocity in the x-body direction, w is the velocity in the z-body direction, q is the

pitch rate, θ is the pitch angle of the aircraft, and h is the altitude. Furthermore, X, Z, and

M are the aircraft body axis forces and moments resulting from rigid body aerodynamics (i.e.

angle of attack, engine thrust, drag, etc.), flexible aerodynamics, and thrust. The equations

of motion are linearized about the trim condition which gives

∆u̇ = −w∗∆q − gsinθ∗∆θ +
∆X

m
(3.181)

∆ẇ = u∗∆q + gcosθ∗∆θ +
∆Z

m
(3.182)

∆q̇ =
∆M

Iyy
(3.183)

∆θ̇ = ∆q (3.184)

∆ḣ = sinθ∗∆u− cosθ∗∆w + V ∗
T∆θ (3.185)

where terms with an asterisk, such as θ∗, represent the trim value and terms with ∆ represent

perturbations from trim conditions. The forcing terms such as ∆X are calculated using the

unsteady vortex-lattice method and resolved into the body frame for analysis. Using the

unsteady vortex-lattice solution, the aerodynamic forces and moments are calculated in the
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wind axis system. The forces and moments must be transformed into the body axis system.

Figure 3.15 illustrates the relationship between the aircraft body, wind, and stability axes.

Figure 3.15 Aircraft Stability and Wind Axis Systems

When considering the aircraft equations of motion, the net force on the vehicle can be

decomposed into rigid and elastic increments. For example, the force in the x direction is

Fx = Fxr + Fxe + Fxc (3.186)

where Fxr are the rigid increments of the force in the xb direction, including the force due

to angle of attack, sideslip, roll rate, pitch rate, and yaw rate. Fxe is the elastic increment

of the force in the xb direction, including the force due to wing torsion, bending rate, and

torsion rate. Finally, Fxc are the forces in the xb direction due to control inputs. The same

process is applied to the remaining aerodynamic forces and moments acting on the system.

Another important aspect in calculating the total vehicle airloads is the position of the wing

with respect to the aircraft’s center of gravity, as shown in Figure 3.16.
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Figure 3.16 Wing in Aircraft Body Frame

When considering the elastic equations of motion, the forces must also be decomposed into

rigid, elastic, and control increments:

L = Lr + Le + Lc (3.187)

For longitudinal only motion, the total rigid lift is

Lr = L0 + Lαv + Lq (3.188)

where L0 is the zero angle of attack lift due to wing incidence or camber, Lαv is lift due to

vehicle angle of attack, and Lq is the lift due to pitch rate. The total elastic lift is

Le =

Nh∑
i=1

Lḣi
+

Nα∑
j=1

(Lαi
+ Lα̇i

) + Lβ + Lβ̇ (3.189)

where Lhi
is the lift due to the ith bending mode, Lαj

is the lift due to deformation of the jth

bending mode, Lα̇j
is the lift due to rate of deformation of the jth torsional mode, Lβ is lift

due to elastic flap deformation, and Lβ̇ is the lift due to the rate of elastic flap deformation.
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Similarly, the rigid drag is

Dr = D0 +Dαv +Dq (3.190)

and the elastic drag is

De =

Nh∑
i=1

Dḣi
+

Nα∑
j=1

(Dαi
+Dα̇i

) +Dβ +Dβ̇ (3.191)

Finally, the rigid torsional moment about the elastic axis is

Mr = M0 +Mαv +Mq (3.192)

and the elastic torsional moment about the elastic axis is

Me =

Nh∑
i=1

Mḣi
+

Nα∑
j=1

(Mαi
+Mα̇i

) +Mβ +Mβ̇ (3.193)

At this point, an important distinction must be made between M and MCG. M is the

moment about the elastic axis that will result in wing torsion, and MCG is the moment

about the CG of the aircraft that will result in aircraft pitching. Special care should be

taken as to not use one in place of the other. Once the total lift and torsional moment

about the elastic axis are calculated for a given timestep, they can be converted to modal

coordinates and used to calculated the generalized displacements using Eq. (3.169).

Some additional steps must be taken to use the lift, drag, and torsional moment in the

rigid-body aircraft equations of motion. First, the loads must be transformed from the wind

axis system into the aircraft body axis system. For longitudinal only motion, the wind axis

and stability axis are aligned. Then, the relationship between a force in the stability axes

and a force in the body axes is

Fxb
= Fxscosα− Fzssinα (3.194)
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and

Fzb = Fzscosα + Fxssinα (3.195)

where

Fzs = −L (3.196)

and

Fxs = −D (3.197)

The net moment about the the CG is

MCG = M + L(Xw + (0.5− e)cr) (3.198)

where Xw is the distance from the aircraft CG to the mid chord of the wing root, cr is the

root chord length, and e is the nondimensional location of the elastic axis, measured from

the leading edge. The implementation of the perturbation lift and moment for use in Eqs.

(3.181) through (3.185) is discussed in the following chapter.

3.7 Combined Rigid-Elastic Dynamics

Combining the elastic wing dynamics with the rigid-body aircraft dynamics gives the

complete dynamic model used in this analysis. For simulation use, the system is represented

by  ẋr

ẋe

 =

 Arr Are

Aer Aee


 xr

xe

+

 Brr Bre

Ber Bee


 ur

ue

 (3.199)

where Arr is a matrix of rigid-body elements that affect rigid body motion, Are is a matrix

of elastic elements that affect rigid body motion, Aer is a matrix of rigid body elements that

affect flexible motion, and Aee is a matrix of elastic elements that affect flexible motion.

Further, Brr is a matrix of rigid-body inputs that affect rigid-body motion, i.e. the pitching

moment due to elevator deflection, Bre is a matrix of elastic inputs that affect rigid-body

motion, i.e. the change in lift due to wing torsion, Ber is a matrix of rigid-body inputs that
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affect elastic motion, i.e. the change in wing bending due to elevator deflection, and Bee

is a matrix of elastic inputs that affect elastic motion, i.e. the wing torsion due to aileron

deflection.

Based on the formulation of the structural dynamics equations of motion discussed in

Section 3.5 the elastic state vector is

xe =

{
h1 · · · hNh

α1 · · · αNα β

}⊤

(3.200)

and the rigid-body state vector is

xr =

{
u w q θ h

}⊤

(3.201)

For the case of longitudinal only rigid-body motion with an elastic wing, the control inputs

are

u =

{
δa δe

}⊤

where δa is aileron deflection and δe is elevator deflection.

3.8 Nonlinear Torsional Stiffness

The option to consider nonlinear torsional stiffness is considered. To model the imple-

mentation of nonlinear torsional stiffness in [24], an nth-order polynomial is used. The

stiffness is described by

kα(α) =
n∑

i=0

kαi
αi (3.202)

where kαi
are polynomial coefficients

3.9 Freeplay Modeling and Actuator Dynamics

This section discusses the modeling of actuator dynamics and actuator freeplay, and their

integration into the two-dimensional and three-dimensional systems. Figure 3.17 shows the

flap angle definitions in the presence of a commanded flap deflection and actuator freeplay.
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Figure 3.17 Control Surface Deflection Definitions

As indicated, δact denotes the total or “actual” deflection of the flap with respect to

the airfoil chord line, δsrv is the servo position with respect to the chord line, and β is the

freeplay deflection angle measured with respect to the servo position. Mathematically, the

actual flap position is given by

δact = δsrv + β (3.203)

which simulates the motion of a rigid flap with a flexible attachment.

3.9.1 Actuator Dynamics

To incorporate additional levels of realism into the simulation, actuator dynamics are

included in the form of a first-order system or second-order oscillator. For a first-order

actuator, the relationship between the commanded actuator position and the real-time servo

position is given by the first-order differential equation

δ̇srv + asrvδsrv = asrvδcmd (3.204)

where δcmd is the commanded actuator position, δsrv is the position of the servo given some

commanded deflection, and asrv is the servo bandwidth in rad/s. In the case of a very fast

actuator, asrv ≫ 1; then δsrv → δact and the effects of actuator dynamics are minimal. For a

second-order actuator, the relationship between the commanded actuator position and the

real-time servo position is given by the second-order differential equation

Iδ δ̈srv + cδ δ̇srv + kδδsrv = kδδcmd (3.205)
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where Iδ is the flap moment of inertia about the hinge line, cδ is the flap damping coefficient,

and kδ is the flap hinge stiffness. Figure 3.18 shows a comparison of the responses of a fast

actuator, first-order actuator, and second-order actuator.

Figure 3.18 Actuator Dynamic Response

Note that this figure illustrates the differences in the response to different types of actu-

ator dynamics and is not representative of the exact dynamics being applied in this work.

3.9.2 Actuator Freeplay

Actuator free-play is a bilinear stiffness in the flap actuator, such that the elastic restoring

moment is zero within certain free-play limits. This phenomenon can be mathematically

described by

Mβ =


kβ(β + βfr) β ≤ −βfr

0 −βfr ≤ β ≤ βfr

kβ(β − βfr) β ≥ βfr

where Mβ is the flap elastic restoring moment, β is the freeplay angle (i.e. the flap deflection

with respect to servo position), βfr is the freeplay limit, and kβ is the structural stiffness
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of the flap fitting. Figure 3.19 shows the elastic restoring moment with respect to flap

deflection.

Figure 3.19 Actuator Restoring Moment in the Presence of Freeplay
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4 Aerodynamic Modeling

This chapter discusses the aerodynamic modeling efforts of this research. The topics

covered include the development of an unsteady vortex-lattice model that calculates time-

varying aerodynamic forces and moments on a deforming structural model. This chapter

also discusses the implementation of gust loads and atmospheric turbulence.

4.1 Unsteady Vortex-Lattice Modeling

This work utilizes an unsteady vortex-lattice method with ring vortex elements. Wake

shed and wake roll-up procedures are included to improve the fidelity of the aerodynamic

model. The steps to model aerodynamic panels and the basic principles of the unsteady

vortex-lattice solver are described in the following section.

4.1.1 Lifting Surface Definition

The aerodynamic model assumes a lifting surface that is symmetric about the aircraft

centerline. Therefore, only the starboard wing is defined and all points are mirrored to

generate the aerodynamic panels for the full span model. Figure 4.1 shows the four corner

points used to define the lifting surface geometry.

Figure 4.1 Lifting Surface Corner Point Definitions
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The corner points are labeled beginning with the inboard leading edge (P1), and moving

counter-clockwise to the outboard leading edge (P4). Figure 4.2 shows how each of those

points are defined. The geometry of the panel can be completely defined by the x, y and z

coordinates of the leading edge corner points (P1 and P4), the root length (X12), and the

tip length (X43). This assumes the root and tip extend only in the x direction, i.e. the

aerodynamic panel does not account for twist.

Figure 4.2 Lifting Surface Coordinate Definitions

Next, the panel is discretized into Nc chordwise boxes and Ns spanwise boxes. This

brings the total number of boxes in the starboard wing to Nb = NsNc and the total number

of boxes in the full-span model to Nbfs = 2Nb. Then, vertices of each box can be defined

based on the panel corners and the number of discretizations in the chordwise and spanwise

directions. Figure 4.3 shows the box vertex definitions.
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Figure 4.3 Aerodynamic Box Vertex Definitions

To do this, the xi,j, yi,j, and zi,j coordinates for each vertex are calculated for 1 ≤ i ≤

Nc + 1 and 1 ≤ j ≤ Ns + 1. Each box contains a control point at the three-quarter chord of

the box midspan. Figure 4.4 shows the discretized aerodynamic panel with the aerodynamic

boxes and their control points.

Figure 4.4 Aerodynamic Boxes with Control Points
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A ring vortex of strength Γi,j is placed on each box such that the bound vortex segment

is aligned with the box quarter-chord. Ring vortex elements are used rather than horseshoe

vortices, as the are essential to calculating unsteady aerodynamic forces. The unsteady

aerodynamic forces are a result of time-dependent wake vortex strengths, which require the

use of rung vortices over horseshoe vortices. Figure 4.5 shows the layout of the ring vortex

elements with respect to the aerodynamic boxes

Figure 4.5 Ring Vortex Placement

where Γi,j are the unknown strengths of each ring vortex for 1 ≤ i ≤ Nc and 1 ≤ y ≤ Ns.

Figure 4.6 (left) shows a ring vortex aligned with a single aerodynamic box. Figure 4.6

(right) shows the labeling convention used when calculating the downwash for each vortex

segment.

Figure 4.6 Ring Vortex Element and Labeling Convention

65



Segment AB is referred to as the bound vortex segment (BV), segments AD and BC

are the left trailing (LT) and right trailing (RT) vortex segments, respectively, and segment

DC is the trailing edge vortex segment (TE). This also shows the control point at the box

3/4 chord point of the box midspan. This is the point at which the flow tangency condition

must be satisfied.

4.1.2 Basic Principles

The lifting surface is discretized into a series of aerodynamic boxes, upon which vortex

elements of unknown strength are placed. The Biot-Savart law is applied to each vortex

segment on every panel to determine its downwash on each control point. This downwash

from the jth vortex on the ith control point wi,j is given by

wi,j =

∮
Γj

4π

ds̄× r̄i
r3i

(4.1)

where Γj is the strength of the jth vortex, ds̄ is a differential segment that points along the

vortex, and r̄i is the distance of a segment of the jth vortex ring to the ith control point.

Simplifying Eq. (4.1) yields

wi,j =
1

4π

∮
sinθi
r2i

dsΓj = Ai,j Γj (4.2)

where θi is the angle the r̄ vector makes with the vortex segment and Ai,j is the aerodynamic

influence coefficient of the jth vortex on the ith panel, given by

Ai,j =
1

4π

∮
sinθi
r2i

ds (4.3)

Figure 4.7 shows the effects of a segment of the jth vortex on the ith control point and

illustrates key parameters. It is important to note the sign of wi,j, as it depends on the

vortex segment being considered. In the configuration shown in Figure 4.7 the bound vortex

and left trailing vortex will produce wi,j in the −z direction (into the page). The trailing
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edge vortex and right trailing vortex will produce wi,j in the +z direction (out of the page).

While this is true for the configuration shown below, it is dependent on the relative position

of panel i with respect to panel j and will change.

Figure 4.7 Aerodynamic Influence of jth Vortex on the ith Box

To simplify the calculations, a new length l is defined. The length l is the perpendicular

distance from the vortex segment to the control point. For a single segment of the ring

vortex, the following relationships apply

r =
l

sin θ
(4.4)

s = − l

tan θ
(4.5)

Therefore,

ds =
l

sin2 θ
dθ (4.6)

Substituting Eq. (4.4) through Eq. (4.6) into Eq. (4.3) gives

(Ai,j)x =
1

4π l

∫ θf

θi

sin θ d θ (4.7)
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where (Ai,j)x is the influence of a single segment of the vortex ring, θi is the angle formed

by s̄ and r̄ at the starting point of the vortex segment, and θf is the angle formed by s̄ and

r̄ at the ending point of the vortex segment. The angle θ is calculated using the properties

of a dot product. The vector s̄ is defined such that it points in the direction of the vortex

segment (positive being in the CCW direction). Then, the angle θ is calculated using

θ = cos−1
( r̄ · s̄
r s

)
(4.8)

By evaluating Eq. (4.7) on each segment of the vortex ring, the net aerodynamic influence

can be calculated. The aerodynamic influence of the bound vortex segment is

ABV =
1

4π l
(cosθb − cosθa) (4.9)

where θa and θb are the angles formed by s̄ and r̄ when r̄ originates from point A and ends

at point B on the ring vortex, as defined in Figure 4.6. It follows that the aerodynamic

influence of the right trailing vortex is

ART =
1

4π l
(cosθc − cosθb) (4.10)

the aerodynamic influence of the trailing edge vortex is

ATE =
1

4π l
(cosθd − cosθc) (4.11)

and the aerodynamic influence of the left trailing vortex is

ALT =
1

4π l
(cosθa − cosθd) (4.12)
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Then, the net aerodynamic influence of the jth vortex on the ith panel is

Ai,j = (ABV + ART + ATE + ALT ) (4.13)

The total downwash on the ith aerodynamic box due to all vortices is

wi =
N∑
j=1

Ai,j Γj (4.14)

where wi is the scalar value of the total downwash on the ith panel due to all vortices, Ai,j

is a 1×Nb vector containing the aerodynamic influence coefficient for each vortex on the ith

panel, and Γj is an Nb × 1 vector of vortex strengths. For the entire wing (i.e. 1 ≤ i ≤ Nb),

Eq. (4.14) becomes

w = AΓ (4.15)

where w ∈ RNb×1 is vector of box downwashes at time t, A ∈ RNb×Nb is a matrix of aerody-

namic influence coefficients at time t, and Γ ∈ RNb×1 is a vector of vorticities at time t. For

a rigid wing, the aerodynamic influence matrix A will be constant. In the case of the elastic

wing, A will change as the distance between vortex segments and control points changes at

each time step. The vorticity of each vortex ring is found by utilizing

Γ = A−1w (4.16)

and applying the flow tangency condition at all control points

Vn = 0 (4.17)

such that the sum of the velocities normal to the panel must be zero. This includes the

normal component of freestream velocity, the downwash from each vortex element, and the

normal component of any perturbations such as atmospheric turbulence. For a simple rigid
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wing, this becomes

w = V∞sinα (4.18)

where α is the wing angle of attack. For boxes designated as control surface boxes, the flow

tangency condition becomes

w = V∞sin(α + δ) (4.19)

where δ is the control surface deflection. Figure 4.8 shows the normal velocity at a series of

panels when considering angle of attack and control surface deflection.

Figure 4.8 Panel Normal Velocity

If a gust or turbulence is also considered, the normal component of the respective pertur-

bation is added to the right hand side of Eq. (4.19). Now that the downwash on each panel

is established, the strength of each vortex ring is determined using Eq. (4.16). Finally, the

lift on each box (Lbi) is calculating using the Kutta-Jukowski Theorem

Lbi = ρV∞Γi∆y (4.20)

where Γi is the net vorticity on the quarter-chord of the ith panel and ∆y is the panel width.

When using vortex ring elements as opposed to horseshoe vortices, some modifications to

Eq. (4.20) are required. Figure 4.9 shows the effect of two ring vortices with coincident

trailing edge and bound vortex segments on a panel with a width of 2s.
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Figure 4.9 Net Vorticity on Aerodynamic Box

This occurs for all panels that do not lie on the leading edge. In this case, the net vorticity

on the quarter-chord of the ith box is

∆Γi = Γi,j − Γi−1,j (4.21)

If panel i is on the leading edge, there are no overlapping vortex elements and thus the

vorticity is

∆Γi = Γi,j (4.22)

Then, the lift on the ith panel is

Lbi = ρV∞∆Γi(2s) (4.23)

Similarly, the induced drag on each box is calculated using

Dib = ρwi∆Γi(2s) (4.24)

While the drag is generally not used in simple simulations, it becomes useful when simulating
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an elastic aircraft. The final step in the loads calculation is determining the direction of the

force vector. For a rigid aerodynamic panel, the calculation is very simple, as all box normal

vectors point in the same direction. Furthermore, the box areas can be used to calculate

other quantities of interest, such as pressure coefficients. The box normal vectors n̂ and

areas S are depicted in Figure 4.10.

Figure 4.10 Aerodynamic Box Normal Vector and Area

With the vertices of each box known, vectors p̄i, q̄i, and r̄i can be defined. Then, the normal

vector of the ith box is

n̂i =
p̄i × q̄i
|p̄i × q̄i|

(4.25)

and the area of the ith box is

Si =
1

2
(p+ r)(2s) (4.26)

4.1.3 Considerations for an Elastic Wing

If the wing is elastic, additional bending and twist must be considered, which alter the

aerodynamic calculations. The elastic motion changes the position of the aerodynamic boxes

such that they are no longer coplanar. Figure 4.11 shows an aerodynamic panel that has

been deformed due to wing bending and torsion.
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Figure 4.11 Aerodynamic Panel Subject to Bending and Torsion

When the wing is deformed, the vortex segments change position with respect to one an-

other. Due to this effect, the aerodynamic influence coefficients must be recalculated at each

timestep. Another side-effect of the elastic deformation is that the downwash induced by the

vortex elements is no longer strictly normal to a given aerodynamic box. Figure 4.12 shows

the aerodynamic influence of panel j onto panel i for a deformed wing.

Figure 4.12 Aerodynamic Influence of the jth Vortex on the ith Box of a Deformed Wing

As the panels no longer share the same orientation, special care must be taken when calcu-

lating the normalwash on each panel.
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Once the deformed shape of the panel is known, the net aerodynamic force from each

mode can be determined. Due to the linear nature of the vortex-lattice solution, the incre-

mental force from each mode can be determined in the integration step. At each timestep,

the generalized displacements and rates are calculated for each retained mode and converted

back into physical coordinates. Using this, the normalwash contribution from each mode

can be calculated. Then, the vorticity using Eq. (4.16) and the force is calculated using Eq.

(4.23).

4.1.4 Control Surface Definition

A single control surface is defined by designating a portion of the aerodynamic boxes

as control surface elements that can be rotated about their forward edge, which defines the

hinge line. Figure 4.13 shows the control surface (shaded) and its hingeline, which lies on

the leading edge of the specified boxes.

Figure 4.13 Aerodynamic Panel Control Surface Definition

The control surface boxes are rotated about the hingeline by some angle prescribed by the

control system. The change in aerodynamic force and moment is calculated during the

vortex-lattice procedure.
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4.2 Gust and Turbulence Loads

This section discusses the modeling and implementation of gust loads and turbulence

loads to act as exogenous disturbances to the system.

4.2.1 Gust Modeling

A 1-cos (referred to as a ”one minus cosine”) gust is modeled in accordance with 14 CFR

§25.341. The gust velocity wg is given by

wg =
Uds

2

[
1− cos

(πsp
H

)]
(4.27)

where Uds is the design gust velocity, sp is the penetration distance into the gust, and H

is the gust gradient (the distance for the gust to reach its peak velocity). The design gust

velocity is calculated using

Uds = UrefFg

(
H

350

)1/6

(4.28)

where Uref is the reference gust velocity and Fg is the flight profile alleviation factor. A

detailed description of the gust calculation process can be found in 14 CFR §25.341 [34]. For

the purposes of this work, the gradient length and gust amplitude can be scaled to achieve a

desired frequency response. Figure 4.14 shows the sinusoidal gust velocity profile (wg) with

an aircraft at penetration distance sp into the gust at penetration time tp.

Figure 4.14 Gust Penetration Distance and Time
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In this analysis, the gust profile is generated prior to the simulation and propagated over

the model with each timestep. Figure 4.15 shows the propagation of the gust profile over a

single aerodynamic box with each timestep.

Figure 4.15 Gust Propagation Over an Aerodynamic Box

At time t the box is subjected to the vertical gust velocity wg(ti). At the previous timestep,

the box was subjected to the velocity wg(ti−1) and at the next timestep the box will be

subjected to wg(ti+1). The velocities are determined by interpolating the position of the

control point onto the spatial position of the gust.

4.2.2 Turbulence Modeling

The von Kármán power spectral density function is used to model turbulence loads in

accordance with 14 CFR §25.341. The power spectral density of the turbulence as a function

of frequency is given by

Φ(Ω) =
L

π

1 + 8
3
(1.339ΩL)2

[1 + (1.339ΩL)2]11/6
(4.29)

where L is the turbulence length scale and Ω is the reduced frequency. Per 14 CFR §25.341,

L = 2500ft. The application of turbulence to the aerodynamic boxes is the same process as

described in Figure 4.15.

4.2.3 Wake Shed Procedure

With the use of ring vortices, the wake is developed by shedding the trailing edge vortex

at each timestep and allowing it to propagate downstream. Figure 4.17 illustrates the wake
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shedding process.

Figure 4.16 Ring Vortex Wake Propagation [2]

At the end of each timestep, a new set of ring vortex corner points is generated at distance

d = V∞ ∆t downstream of the aft-most wake vortex. This creates a new set of corner points

that define a new wake vortex element. At each timestep, each wake element propagates in

the direction of flow as a new wake vortex ring is shed from the trailing edge. The strength

of the most recently shed vortex (ΓWt) is equal to the strength of the trailing edge vortex

from the previous timestep:

ΓWt = ΓTEt−∆t
(4.30)

Once the vortex is shed, its strength remains constant as it propagates downstream and

moves with the local flow velocity. This is the unsteady form of the Kutta condition [2].

4.2.4 Wake Roll-Up Procedure

As previously discussed, the ring vortices in the wake are free vortex elements such that

their individual vortex strengths do not change once they are shed from the trailing edge.
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However, the vorticity of each vortex induces a local flow velocity felt by every other ring

vortex. The result is a rolling up of the wake as it propagates downstream, forming trailing

vortices and causing the wake vortex sheet to descend with downstream distance. Figure

4.17 depicts the wake roll-up.

Figure 4.17 Wake Roll-up [2]

4.3 Application to Structure

Once the aerodynamic forces on each box are calculated for a given timestep, they are

applied to the structure. The resulting shear force, bending moment, and torsional moment

about the elastic axis deform the structure for the next timestep. The lift, torsional moment,

and hinge moment at each mass element are calculated and applied in the form of modal

forcing.

For use in the structural dynamics equations of motion, the aerodynamics can be sepa-

rated into the contribution from each mode as previously discussed. The lift at time t due

to each mode can be calculated by determining the normalwash on each panel for a given

mode; for example,

Lḣi
(t) = ρV∞(A(t)−1wḣi

(t))(2s) (4.31)

where Lḣi
is the lift contribution from the ith bending rate and wḣi

is a vector of nor-
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malwashes at each panel due to the ith bending rate. It is important to note that, while

the matrix of aerodynamic influence coefficients A is typically time-invariant, for an elastic

structure it becomes time dependent. The total lift on the wing is

L = L0 + Lv +

Nh∑
i=1

Lḣi
+

Nα∑
j=1

Lαj
+

Nα∑
j=1

Lα̇j
+ Lβ + Lβ̇ + Lδ (4.32)

For the steady-state condition, the dynamic contributions go to zero. The steady-state lift

then becomes

Lss = L0 + Lv +
Nα∑
j=1

Lαssj
+ Lβss + Lδss (4.33)

and the perturbation lift is

∆Li = ∆Lḣi
+

Nα∑
j=1

∆Lαj
+

Nα∑
j=1

∆Lα̇j
+∆Lβ +∆Lβ̇ +∆Lδ (4.34)

The perturbation moment about the elastic axis (∆Me) and perturbation hinge moment

(∆Te) are calculated using a similar process such that

∆Mej =

Nh∑
i=1

∆Meḣi
+∆Meαj

+∆Meα̇j
+∆Meβ +∆Meβ̇

+∆Meδ (4.35)

and

∆Te =

Nh∑
i=1

∆Teḣi
+

Nα∑
j=1

∆Teαj
+

Nα∑
j=1

∆Teα̇j
+∆Teβ +∆Teβ̇

+∆Teδ (4.36)

While the aerodynamic forces are a function of the elastic motion, the aerodynamic stiffness

and damping matrices are not as evident as in the two-dimensional case. This is because

the outputs of the unsteady vortex-lattice solution are time dependent forces and not force

coefficients. That is,

L(ti) = Lḣ(ti) + Lα(ti) + Lα̇(ti) + Lβ(ti) + Lβ̇(ti) + Lβ̇(ti) (4.37)
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and not

L(ti) = CLḣ
ḣ(ti) + CLαα(ti) + CLα̇

α̇(ti) + CLβ
β(ti) + CLβ̇

β̇(ti) (4.38)

which cannot be easily put into the form

F a(t) = [Ma]ẍ(t) + [Ca]ẋ(t) + [Ka]x(t) + [Fδ]δ(t) (4.39)

Therefore, it is simply represented as the linear function

F a(t) = f(x(t), ẋ(t), δ(t)) (4.40)

which then yields the linear system

ẋ(t)

ẍ(t)

 =

 [0] [I]

−[Ms]
−1[Ks] −[Ms]

−1[Cs]


x(t)

ẋ(t)

+

 [0]

[Ms]
−1F a(t)

 (4.41)

4.4 Complete Aeroelastic Equations of Motion

Various methods can be used to simulate the aeroelastic system. For a wing only, the

system is inherently linear, so the equations of motion can be simulated through direct

calculation of Eq. (4.41). For a full airplane, it is necessary to decompose the system into

its elastic steady-state and perturbation states. This will take the form

x = xss +∆x (4.42)

where xss are the equilibrium displacements and rates (which tend to zero), and ∆x are the

perturbations from the steady-state. The equations of motion become

[Ms] (ẍss +∆ẍ) + [Cs] (ẋss +∆ẋ) + [Ks] (xss +∆x) = (F ss +∆F ) (4.43)
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which simplifies to

[Ms] ∆ẍ+ [Cs] ∆ẋ+ [Ks] ∆x = ∆F (4.44)

which describes the perturbation of the cantilevered wing about the elastic equilibrium po-

sition.
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5 Model Validation

This section discusses the model validation for the uncoupled mode prediction and flutter

speed determination algorithm used in this research. This includes the structural model, the

mass model, and the aerodynamic model used to perform aeroelastic analyses.

5.1 Model

The model used to validate the mode prediction is given by Bisplinghoff, Ashley, and

Halfman in [1]. The jet transport wing is used to study various mode shape determination

methods and flutter prediction techniques. This geometry is also used as a case study for

the Nastran aeroelastic flutter solution method. A Matlab code was written to perform the

modal analysis, structural dynamics calculations, unsteady-vortex lattice aerodynamics, and

aeroelastic calculations. The results are compared to Nastran, which acts as the source of

truth model.

Figure 5.1 shows the jet transport wing mass distribution and aerodynamic layout as

described in [14]. The structure is represented by the elastic axis at 35% chord and a series

of dumbbell masses at five spanwise locations.

Figure 5.1 Jet Transport Wing Layout [1]

For this configuration, the structural data are listed in Table 5.1.
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Table 5.1 Jet Transport Structural Data

Station M Iα Sα m d

(in) (lbf ) (lbf · in2) (lbf · in) (lbf ) (in)

0 17,400 ∞ - 17,400 -

90 6,030 8.72× 106 -42,273 3,019.5 74.7

186 10,200 93.16× 106 -140,083 5,100 189.15

268 4,200 3.72× 106 8,400 2,100 59.39

368 3,400 2.77× 106 6,800 1,700 56.95

458 680 0.40× 106 2,720 340 47.84

In [1], the bending and torsional stiffness of the wing are graphically provided. This is

recreated as Figure 5.2 and placed here for convenience. Recall, for slender beams, the shear

stiffness GK is ignored.

Figure 5.2 BAH Bending and Torsional Stiffness Curves [1]

The system of dumbbell masses is simplified such that it is amenable to the structural

dynamics calculation method used in this research. The lumped masses are concentrated

about the elastic axis such that each spanwise station has equivalent mass, mass moment of

inertia, and static imbalance. The section properties along the elastic axis remain unchanged.
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Figure 5.3 presents the simplified jet transport wing used to validate the structural dynamics

and aeroelastic solution capabilities of the Matlab code used in this research.

Figure 5.3 Simplified Jet Transport Wing Layout

Once the structure and aerodynamic panels are defined, the modal solution and flutter

solution can be validated against the Nastran results.

5.1.1 Uncoupled Mode Approximation

The uncoupled modes are calculated using the method described in Section 3.4. The first

five modes are summarized and compared against Nastran in Table 5.2. Only the first five

modes are compared as these are the modes retained in the Nastran flutter solution.

Table 5.2 Comparison of Natural Frequencies

Mode No. Label Nastran Freq. Matlab Freq. Error

- - (Hz) (Hz) -

1 First Bending 2.04 2.11 3.43%

2 First Torsion 3.55 3.56 0.28%

3 Second Bending 7.28 7.44 2.19%

4 Third Bending 11.70 13.14 13.39%

5 Second Torsion 14.88 14.80 0.47%

The results show strong agreement in the lower frequency modes with the error increasing
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with the third bending mode, as expected for a system with only five discretizations. Figure

5.4 shows a comparison of the first bending mode shape as calculated by Matlab and Nastran.

Figure 5.4 Comparison of First Bending Mode Shape

Figure 5.5 shows a comparison of the second bending mode shape as calculated by Matlab

and Nastran.

Figure 5.5 Comparison of Second Bending Mode Shape

Figure 5.6 shows a comparison of the third bending mode shape as calculated by Matlab
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and Nastran.

Figure 5.6 Comparison of Third Bending Mode Shape

Figure 5.7 shows a comparison of the first torsion mode shape as calculated by Matlab and

Nastran.

Figure 5.7 Comparison of First Torsion Mode Shape

Figure 5.8 shows a comparison of the first torsion mode shape as calculated by Matlab and

Nastran.
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Figure 5.8 Comparison of Second Torsion Mode Shape

Overall, the first two bending and torsion mode shapes show strong agreement with the

Nastran solution while the error in the higher frequency modes, namely the third bending

mode, introduces higher error as there are only five discretizations in the model. In addition,

there are small differences in the mode shapes due to differences in the flexibility influence

coefficients used in the calculations and numerical differences in the modal extraction tech-

niques.

5.1.2 Flutter

Next, the open-loop flutter characteristics of the systems are simulated by perturbing

them with a gust and evaluating the responses. The generalized response of each model is

tracked while the damping and prevailing frequency are estimated. Figure 5.9 shows the V-F

and V-g plots of the Nastran pk flutter solution for the full range of airspeed in the Nastran

input card. These plots show the frequency F and damping g of each mode as a function of

airspeed. The system becomes unstable at the airspeed which a mode crosses into positive

damping.

Figure 5.10 shows a zoomed view of the V-F and V-g plot of the Nastran pk flutter

solution, making the flutter speed more evident. When examining the V-F plot, each line
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corresponds to a mode in Table 5.2 when reading the figure from bottom to top. This means

the bottom line (blue) corresponds to the lowest frequency mode, i.e. first bending. The

line second from the bottom (orange) corresponds to the second mode, i.e. first torsion.

This pattern continues for all modes in Table 5.2. When examining the V-g plot, each line

corresponds to the mode of the same color in the V-F plot. For example, the orange line

shows the damping of the first torsional mode with respect to airspeed. The Nastran V-g

plot shows that the first torsional mode becomes unstable at approximately 1080ft/s.

Figure 5.9 Nastran V-F and V-g Plot
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Figure 5.10 Nastran F-F and V-g Plot Zoomed

Figure 5.11 shows the estimated V-F and V-g curves from the Matlab unsteady vortex-lattice

solution. The V-g plot shows that the first torsional mode becomes unstable at approximately

1120 ft/s.
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Figure 5.11 Matlab V-F and V-g Plot

These results indicate strong agreement between the Nastran solution and the Matlab solu-

tion in both flutter speed prediction and the flutter mode. The flutter speed is predicted with

a 3.7% error compared to the Nastran solution and the correct flutter mode (first torsion)

is also predicted.
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6 Control Systems

Various forms of direct and indirect model reference adaptive control are evaluated on

their performance and robustness on the two-dimensional system before applying them to

the flexible aircraft. The open-loop reference model is of the form

˙̄xm = Amx̄m +Bmūm(t) x̄m(0) = x0

ȳm = Cmx̄m

where x̄m ∈ Rn is the reference model state vector, ūm ∈ Rq is the reference model control

input vector, ȳm ∈ Rp is the reference model output vector, Am ∈ Rn×n is the reference

model state matrix, Bm ∈ Rn×q is the reference model input matrix, and Cm ∈ Rp×n is the

reference model output matrix. The reference model is a linearized dynamics model at a

flutter free point in the flight envelope. Within the reference model framework, two scenarios

are considered. In the first scenario, all of the states are available for feedback (i.e. full-state

feedback). In the second scenario, only a subset of the states are available for feedback (i.e.

partial-state feedback) and output feedback or a state estimator is required.

For the full-state feedback case, a linear quadratic regulator is implemented to form the

closed-loop reference model dynamics. In this case, the control law is

ūm(t) = −KLQR x̄m(t) (6.1)

where ūm(t) ∈ Rq is the control input,KLQR ∈ Rq×n is a vector of LQR gains, and x̄m(t) ∈ Rn

is the reference model state vector. The closed-loop reference model dynamic matrix is

Amcl
= (Am −BmKLQR) (6.2)

where Amcl
∈ Rn×n is the closed-loop state matrix. For the partial-state feedback case,

a linear quadratic regulator with output feedback is implemented to form a closed-loop
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reference model. In this case, the control law is

ūm(t) = −KLQR ȳm(t) (6.3)

where KLQR ∈ Rp×n is a vector of LQR gains and ȳm ∈ Rp is the reference model output

vector. In this case, the closed-loop reference model dynamics matrix is

Amcl
= (Am −BmKLQRCm) (6.4)

In both cases, the LQR gain is determined by solving the Matrix Ricatti Equation for an

infinite horizon LQR controller as discussed later in this chapter. This allows the system to

track a reference model that drives the angle of attack to a desired set point and provides

the ability to control the frequency of both the pitch and plunge acceleration. The control

input for the closed loop LQR system is determined by minimizing the cost function

J = 1
2
[Cx̄(T )]⊤W [Cx̄(T )] + 1

2

∫ T

0

[x̄⊤(t)Qx̄(t) + ū⊤Rū(t)]dt (6.5)

where Q ∈ Rn×n is a positive semi-definite state tuning matrix and R ∈ Rq×q is a positive

definite control input tuning matrix.

6.1 Full-State Feedback Direct Model Reference Adaptive Control

Direct model reference adaptive control laws take the following general form [23], with

numerous variations in the literature:

ū(t) = −Ky(t)ȳ(t)−Ku(t)ūm(t) (6.6)

where Ky(t) ∈ Rn×p and Ku(t) ∈ Rn×q are adaptive gains. This form of adaptive controller

has been applied to nonlinear, time-varying systems, but classical theoretical results, such as

Lyapunov-based stability proofs, are well established for linear, time-invariant (LTI) systems
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of the form:

˙̄x(t) = Ax̄(t) +BΛū(t)

ȳ(t) = Cx̄(t)

where it is assumed that A is the unknown state matrix, B is the known input matrix,

and Λ ∈ Rm×m represents a positive definite matrix of unknown control effectiveness. The

development that follows from Nguyen [23] assumes that the ȳ = x̄, such that there is a

direct sensor measurement of each state (i.e., full state feedback), but the results generalize

to the partial state feedback case. Under certain conditions, when applied to LTI systems,

there exist model matching conditions such that

K∗
y = (BΛ)−1 (A− AmCL

) (6.7)

K∗
u = (BΛ)−1Bm (6.8)

where K∗
y and K∗

u represent ideal constant values of Ky(t) and Ku(t) that would cause the

system to exactly track the reference, or in other words match the closed-loop dynamics to

the reference model, assuming A and B are known. In practice, A and B are not completely

known, but the stability proof merely requires the existence of solutions to the matching

conditions, not the actual ideal gains themselves. If the number of system inputs and states

are not the same, (BΛ)−1 in the matching conditions would take the form of a pseudoinverse.

For the full state feedback case, ȳm = x̄m and ȳ = x̄, errors can be defined as

ē(t) = x̄m(t)− x̄(t) (6.9)

∆Ky(t) = Ky(t)−K∗
y (6.10)

∆Ku(t) = Ku(t)−K∗
u (6.11)
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where ē(t) is the tracking error and ∆Ky(t) and ∆Ku(t) represent the difference between

the adaptive gains and their ideal values. Then, the error dynamics are defined by

˙̄e(t) = ˙̄xm(t)− ˙̄x(t) = AmcL
ē(t) +BΛ∆Ky(t)ȳ(t) +BΛ∆Ku(t)ūm(t) (6.12)

A stability proof then follows using the Lyapunov function

V = ē⊤(t)P ē(t) + tr
(
Λ∆Ky(t)Γ

−1
y ∆K⊤

y (t)
)
+ tr

(
Λ∆Ku(t)Γ

−1
u ∆K⊤

u (t)
)

(6.13)

where Γy and Γu are positive definite matrices. The derivative of the Lyapunov function

simplifies to

V̇ = −ē⊤(t)Qē(t) + 2tr
(
Λ∆Ky(t)

[
Γ−1
y ∆K̇⊤

y (t) + ȳ(t)ē⊤(t)PB
])

+ 2tr
(
Λ∆Ku(t)

[
Γ−1
u ∆K̇⊤

u (t) + ūm(t)ē
⊤(t)PB

])
(6.14)

from which the update laws can be derived. The update laws for the adaptive gains are then

chosen as

K̇y(t) = −B⊤P ē(t)x̄⊤(t)Γy Ky(0) = Ky,0 (6.15)

K̇u(t) = −B⊤P ē(t)ū⊤
m(t)Γu Ku(0) = Ku,0 (6.16)

where Γy ∈ Rn×n and Γu ∈ Rq×q represent positive definites tuning matrices that control

the adaptation rates for each adaptive gain and P ∈ Rn×n results from the solution to the

Lyapunov equation

PAmCL
+ A⊤

mCL
P = −Q (6.17)

where Q ∈ Rn×n is any positive definite matrix. With this choice of update laws for the

adaptive gains, it follows that

V̇ = −ē⊤Qē ≤ 0 (6.18)
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This result proves that the tracking error and adaptive gains will be stable (bounded). From

Barbalat’s Lemma, it can further be concluded that the tracking error will converge to zero.

6.2 Uncertainties or Unmodeled Dynamics

In the case a matched uncertainty exists in the system, the dynamics are given by

˙̄x(t) = Ax̄(t) +B
[
ū(t) + Θ⊤(t)Φ(x)

]
(6.19)

where Θ(t) ∈ Rr is a vector of unknown constants and Φ(x) ∈ Rr is a vector of known,

bounded basis functions [23]. In this case, the control law becomes

ū(t) = −Ky(t)ȳ(t)−Ku(t)ūm(t)− Θ̂⊤(t)Φ(x) (6.20)

we can define the estimation error as ∆Θ(t) = Θ̂(t) − Θ∗(t). The new closed-loop tracking

error is

˙̄e(t) = ˙̄xm(t)− ˙̄x(t) = AmcL
ē(t) +BΛ∆Ky(t)ȳ(t) +BΛ∆Ku(t)ūm(t) +B∆Θ⊤Φ(x) (6.21)

A stability proof then follows using the Lyapunov function

V = ē⊤(t)P ē(t) + tr
(
Λ∆Ky(t)Γ

−1
y ∆K⊤

y (t)
)

+ tr
(
Λ∆Ku(t)Γ

−1
u ∆K⊤

u (t)
)
+ tr

(
Λ∆Θ⊤Γ−1

Θ ∆Θ
)

(6.22)
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where Γθ ∈ Rr×r is a positive definite tuning matrix. The derivative of the Lyapunov function

simplifies to

V̇ = −ē⊤Qē+ 2tr
(
Λ∆Ky(t)

[
Γ−1
y ∆K̇⊤

y (t) + ȳ(t)ē⊤(t)PB
])

+ 2tr
(
Λ∆Ku(t)

[
Γ−1
u ∆K̇⊤

u (t) + ūm(t)ē
⊤(t)PB

])
+ 2tr

(
Λ∆Θ(t)

[
Γ−1
Θ ∆Θ̇(t) + Φ(x)ē⊤(t)PB

])
(6.23)

where the update for the uncertain dynamics can be derived as

˙̂
Θ(t) = −ΓΘΦ(x)e

⊤(t)P B Θ̂(0) = Θ̂0 (6.24)

6.3 Actuator Dynamics

Another consideration to improve the controller performance is including actuator dy-

namics in the reference model. This allows the reference model to have knowledge of the

system limitations and therefore will not command excessive control deflections. Using the

system described by Eq. (3.39) as an example, with first-order actuator dynamics, the

reference model state matrix Am becomes

Am =


[0]3×3 [I]3×3 [0]3×1

−[Msa]
−1[Ksa] −[Msa]

−1[Csa] [Msa]
−1[Fδ]

[0]1×3 [0]1×3 −asrv

 (6.25)

and the reference model input matrix Bm becomes

Bm =


[0]3×1

[0]3×1

asrv

 (6.26)
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where asrv is the actuator bandwidth. The state vector becomes

x̄ =


x̄e

˙̄xe

δsrv

 (6.27)

where x̄e are the elastic states, ˙̄xe are the elastic rates, and δsrv is the servo position. The

control input is

ūm = δcmd (6.28)

where δcmd is the commanded flap deflection. When considering second-order actuator dy-

namics, the equations of motion of the actuator are given by Eq. (3.205). In this case, the

reference model state matrix Am becomes

Am =



[0]3×3 [I]3×3 [0]3×1 [0]3×1

−[Msa]
−1[Ksa] −[Msa]

−1[Csa] [Msa]
−1[Fδ] [Msa]

−1[Fδ̇]

[0]1×3 [0]1×3 [0]1×1 1

[0]1×3 [0]1×3 −kδ
Iδ

− cδ
Iδ


(6.29)

where [Fδ̇] is a vector of forces due to the rate of control surface rotation. This addition

is unique to the system with second-order actuator dynamics. The reference model input

matrix becomes

Bm =



[0]3×1

[0]3×1

[0]1×1

kδ
Iδ


(6.30)
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the state vector is

x̄ =



x̄e

˙̄xe

δsrv

δ̇srv


(6.31)

and the control input is

ūm = δcmd (6.32)
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7 Simulations

This chapter presents open-loop and closed-loop simulation results for a two-dimensional

typical section, a three-dimensional cantilevered elastic wing, and a longitudinal-only rigid

aircraft with an elastic wing.

7.1 Two-Dimensional System

This section presents simulation results for the pitch-plunge-flap typical section. Table

7.1 provides the structural data used in all linear simulations.

Table 7.1 Airfoil Structural Data

Parameter Value Parameter Value

a -0.6 kh 2844.8 N/m

b 0.135 m kα 2.82 N/rad

xα [0.0873− (b+ ab)]/b kβ 20.0N/rad

m 12.387 kg ch 27.43N/(m · s)
Iα 0.065kg ·m2 cα 0.036N · s
Iβ 0.01kg ·m2 cβ 0.100N · s

For the simulations with nonlinear torsional stiffness, the stiffness polynomial is defined by

Eq. (3.202) and the coefficients are

Table 7.2 Torsional Stiffness Polynomial Coefficients

Coefficient Value

kα0 2.82

kα1 -62.32

kα2 3709.70

kα3 -24196.56

kα4 48757.69

Table 7.3 provides the aerodynamic coefficients required for quasi-steady aerodynamics.
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Table 7.3 Airfoil Aerodynamic Data

Coefficient Value Coefficient Value

Clα 6.28 /rad Cmβ
-0.635

Clβ 3.358 /rad Chα -0.0481

Cmα (0.5 + a)Clα Clβ -0.01552

The remainder of this section compares the performance of a poorly tuned LQR controller

to that of an MRAC. The three cases considered are: a linear kα; a nonlinear kα; and a system

with linear kα and freeplay, with limits of ±1◦. The LQR controller is tuned on the system

with linear kα operating at an airspeed of 6m/s to provide additional damping. The MRAC

uses the LQR gain as its initial gain prior to any adaptation. The tuning matrices [Q] and

[R] are diagonal and defined as follows

[Q] =


Q1 · · · 0

...
. . .

...

0 · · · Qn

 [R] =


R1 · · · 0

...
. . .

...

0 · · · Rq


The LQR is tuned with the [Q] and [R] matrices given in Tables 7.4 and 7.5.

Table 7.4 Two-Dimensional [Q] Tuning Values

Tuning Parameter Value

Q1 7.500

Q2 3.000

Q3 0.050

Q4 1.000

Q5 0.005

Q6 0.050

Table 7.5 Two-Dimensional [R] Tuning Values

Tuning Parameter Value

R1 20
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Furthermore, the baseline adaptation rates and initial gains are

[Γy]0 =


Γ1 · · · 0

...
. . .

...

0 · · · Γn

 [Kx0 ] =

[
Kx1 · · · KxN

]

The MRAC is tuned with the adaptation rates given in Table 7.6

Table 7.6 Two-Dimensional [Γy]0 Tuning Values

Adaptation Rate Value

Γ1 5.00

Γ2 1.00

Γ3 0.10

Γ4 2.00

Γ5 0.35

Γ6 0.10

and the initial gains given in Table 7.7

Table 7.7 Two-Dimensional [Kx0 ] Gains

Initial Gain Value

Kx1 -1.728

Kx2 0.053

Kx3 0.021

Kx4 -0.960

Kx5 -0.084

Kx6 0.003

First, a flutter study of the open-loop system is conducted to determine the unstable

airspeed. Figure 7.1 shows the V-g and V-F curves for the system with linear kα and no

actuator freeplay.
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Figure 7.1 Airfoil V-g and V-f Curves

By examination of Figure 7.1, the flutter speed is approximately 12m/s at which the pitch

mode becomes unstable. All further simulations in this analysis are performed at an airspeed

speed of 12m/s or 39.4 ft/s to study the effectiveness of a controller on stabilizing the system

and providing a desirable response.

Next, the open-loop and closed-loop responses of the system with linear kα, nonlinear

kα, and linear kα with actuator freeplay are simulated at the flutter point mentioned above.

Figure 7.2 shows the open-loop response of the system with linear kα.
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Figure 7.2 Open-Loop Response with Linear kα at U=39.4 ft/s

The open-loop eigenvalues of the system with a linear kα are provided in Table 7.8. The

frequencies of the pitch and plunge modes approach one another as the system goes unstable,

as shown by the positive real part of the pitch eigenvalue.

Table 7.8 Open-Loop Eigenvalues of Airfoil with Linear kα at U = 39.4 ft/s

Mode Pole ζ ω [rad/s] ω [Hz]

Flap -5.01 ± 44.5i 1.12×10−1 44.8 7.13

Plunge -1.97 ± 12.4i 1.57×10−1 12.6 2.01

Pitch 4.48×10−3 ± 11.6i -3.87×10−4 ×10−3 11.6 1.84

Next, the closed-loop response with an LQR and MRAC is studied. Figure 7.3 shows the

response with each controller active. This shows that both controllers are able to stabilize

the system. However, the MRAC is more effective at damping the transience and causes the

system to settle faster. Recall, for the typical section, a positive plunge is downward and
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a positive pitch is airfoil nose up. Due to the fact that the center of gravity far aft of the

elastic axis (approximately 0.7b) for this simulation study, as the airfoil accelerates upward,

it also pitches nose up. This is shown in the first 0.25 seconds of the time history shown in

Figure 7.3.

Figure 7.3 Closed-Loop Response with Linear kα at U = 39.4 ft/s

In addition to the pitch and plunge responses, the control deflection and elastic flap

deflection are analyzed. Figure 7.4 shows the actual control surface deflection and the elastic

flap deflection. The MRAC provides a more aggressive input than the LQR, which mitigates

the response of the system and in turn leads to less overall elastic flap deflection. As the

airfoil accelerates upward, the control system commands the flap to deflect trailing edge up

(negative δact) to provide a downward force to counteract the motion.
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Figure 7.4 Control Input and Flap Deflection with Linear kα at U = 39.4 ft/s

Figure 7.5 shows the control surface rate for each controller. The MRAC gives an initial

spike in the positive direction as it commands a very small positive deflection. Then, the

flap reaches its minimum deflection reate at −180 deg/s and reversing direction to reach a

maximum rate of approximately 180 deg/s. This shows that the MRAC requires a much

faster control surface rate than the LQR.

Figure 7.5 Control Surface Rate Linear kα at U = 39.4 ft/s
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Table 7.9 lists the 5% settling times for the pitch and plunge DOFs for the LQR and the

MRAC, respectively. This reinforces the assertion that the MRAC is much more effective

at attenuating transience; the plunging settling time is reduced by 58% and the pitching

settling time is reduced by 51%.

Table 7.9 Settling Time (5% Steady-State) with Linear kα

h α

LQR 2.48 s 2.66 s

MRAC 1.03 s 1.31 s

Figure 7.6 shows the open-loop response of the system with nonlinear kα. The response is

oscillatory but bounded, indicative of limit-cycle oscillation (LCO).

Figure 7.6 Open-Loop Response with Nonlinear kα at U = 39.4 ft/s

Figure 7.7 shows the closed-loop response of the system to an LQR and MRAC. The

poorly tuned LQR is unable to stabilize the system and increases the amplitude of LCO. In
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the case of the MRAC, the initial oscillation persists for approximately 2.5 seconds before

the MRAC is able to stabilize the system due to adaptation.

Figure 7.7 Closed-Loop Response with Nonlinear kα at U = 39.4 ft/s

Figure 7.8 shows the control input and flap deflection angle for the LQR and MRAC.

The MRAC requires approximately ±10◦ of control input while adapting before it settles.

The LQR saturates and is unable to stabilize the system.
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Figure 7.8 Control Input and Flap Deflection with Nonlinear kα at U = 39.4 ft/s

Figure 7.9 shows the control surface rate for the MRAC. The LQR is excluded as it does

not stabilize the system. This shows, at its peak, the controller is commanding approximately

± 300 deg/s. For a control surface with limits of ± 20◦ this is equivalent to 3.75 Hz.

Figure 7.9 Control Surface Rate Nonlinear kα at U = 39.4 ft/s

Table 7.10 gives the 5% settling times for the LQR and MRAC respectively. The MRAC
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settles both pitch and plunge in approximately three seconds, while the LQR does not

stabilize the system and therefore settling time cannot be determined.

Table 7.10 Settling Time (5% Steady-State) with Nonlinear kα

h α

LQR - -

MRAC 3.60 s 2.67 s

Next, the system response with a linear kα and actuator freeplay is analyzed. For this

case, the simulations are run with freeplay limits of ±1◦ at an airspeed of 39.4 ft/s. Figure

7.10 shows the open-loop response with freeplay simulated over a time span of 10 seconds.

Figure 7.10 Open-Loop Response with Freeplay at U = 39.4 ft/s

Figure 7.11 shows the flap angle and freeplay limits for the open-loop response at 39.4 ft/s.
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Figure 7.11 Open-Loop Flap Angle with Freeplay at U = 39.4 ft/s

Figure 7.12 shows the closed-loop response of the system with actuator freeplay to an LQR

and MRAC. Both controllers are able to stabilize the system; the plunge converges to near

zero while the pitch does not settle to the set point due to the additional moment caused by

the freeplay.

Figure 7.12 Closed-Loop Response with Freeplay at U = 39.4 ft/s

Figure 7.13 shows the actual control surface displacement and flap angle for the LQR and

MRAC. Both control inputs exhibit similar behavior, with the MRAC being more aggressive
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than the LQR. When analyzing the flap angle, both controllers initially cause the flap to

rebound off of the freeplay limits before settling at the limit of +1◦. Recall, a positive flap

deflection is trailing edge downward. Thus, the system settles at an equilibrium point where

the airfoil has a small nose down pitch angle causing the flap to sit on the freeplay limit.

Figure 7.13 Control Input and Flap Deflection with Freeplay U = 39.4 ft/s

Figure 7.14 shows the control surface rate for each controller. Similar to the linear system,

the MRAC requires a much faster response than the LQR.

Figure 7.14 Control Surface Rate Nonlinear kα at U = 39.4 ft/s
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Table 7.11 lists the 5% settling times in pitch and plunge for the LQR and the MRAC with

actuator freeplay present. This again shows that the MRAC is more effective at attenuating

transience than the LQR; the settling time in plunging reduces by 78% and the settling time

in pitching reduces by 64%.

Table 7.11 Settling Time (5% Steady-State) with Actuator Freeplay

h α

LQR 4.40 s 4.39 s

MRAC 0.99 s 1.58 s

Furthermore, comparing the data in Table 7.11 to the data in Table 7.9 shows that the

introduction of freeplay causes the settling times of the LQR to increase by approximately

80% while the settling times of the MRAC are relatively unchanged.

Actuator Bandwidth Study

Another consideration is the effect of actuator bandwidth on the effectiveness of the

control system. As the controller is a regulator, the performance is quantified by the RMS

error of the system response to an initial condition over a ten second simulation. The

controller performance was evaluated for first-order and second-order actuator dynamics

using a fast actuator, i.e. a step command, as the baseline. When considering the second-

order actuator, the equivalent “bandwidth” is achieved by varying the damping where a ≈

k/c for a massless system. Figure 7.15 shows the RMS error vs. bandwidth for closed-loop

simulations with a linear kα at 39.4 ft/s in the absence of freeplay.
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Figure 7.15 RMS Error vs. Actuator Bandwidth for System with Linear kα at
U = 39.4 ft/s

The dashed black line indicates the RMS error when using a fast actuator, i.e. minimum

possible error in the response. The dashed grey line is the unstable threshold, where error

above this line indicates that the system diverges. This shows that the MRAC responses

have less error than that of the LQR for a given bandwidth. Although, the error does not

begin to increase for either controller until the bandwidth is reduced below 3Hz. Over the

entire range of actuator bandwidth, the MRAC settles the system faster as indicated by the

RMS error, and remains stable for smaller values of actuator bandwidth when compared to

the LQR. In addition, there is little difference in the response between an MRAC with a

first-order actuator or second-order actuator.

Figure 7.16 shows the closed-loop LQR and MRAC pitch and plunge displacements for a

1Hz actuator. In this scenario, the MRAC is more effective than the LQR at damping the

oscillations.
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Figure 7.16 Closed-Loop Response with Linear kα and asrv = 1Hz

Figure 7.17 shows the actual control input for an actuator bandwidth of 1Hz. There are

relatively small differences between the amplitudes for the commanded deflection and actual

deflection for the second-order actuator, but there is a small phase shift.

Figure 7.17 MRAC Control Input for Linear kα and asrv = 1Hz

Figure 7.18 shows the closed-loop LQR and MRAC pitch and plunge displacements for
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an actuator bandwidth of 10Hz. For higher bandwidths, the differences in the responses to

an LQR and MRAC are less extreme, but the MRAC still outperforms the LQR.

Figure 7.18 Closed-Loop Response with Linear kα and asrv = 10Hz

Figure 7.19 shows the control input for an actuator bandwidth of 10Hz. For higher band-

widths, there is a negligible difference between the first-order and second-order dynamics.

Figure 7.19 Control Input and Flap Deflection with Linear kα and asrv = 10Hz
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Next, a system with nonlinear torsional stiffness is studied in the same manner as just

decribed. This system differs from the linear system in that the baseline MRAC is unable to

stabilize the system. Through experimentation, it was found that increasing the adaptation

rates to [Γy] = 10[Γy]0 provides a more desirable response. Figure 7.20 shows the RMS error

vs. bandwidth for closed-loop simulations with a nonlinear kα at 39.4 ft/s in the absence of

freeplay.

Figure 7.20 RMS Error vs. Actuator Bandwidth for System with Nonlinear kα at
U = 39.4 ft/s

The LQR is unable to stabilize the system for any actuator bandwidth. Conversely,

the MRAC with both first-order and second-order actuator dynamics is able to stabilize

the system for all bandwidths above 6Hz. Below 6Hz, the performance suddenly degrades

and is no longer able to stabilize the system. The addition of the nonlinear spring creates

a condition where the MRAC is no longer feasible, causing the RMS error to suddenly

increase as the system is no longer quadratically stable. Similar to the linear system, there

are minimal differences in the performance of the MRAC when comparing first-order and

second-order actuator dynamics.

Finally, the system with linear torsional stiffness and freeplay is studied. Figure 7.21

shows the RMS error vs. bandwidth for closed-loop simulations with a linear kα and freeplay
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at 39.4 ft/s.

Figure 7.21 RMS Error vs. Actuator Bandwidth for System with Linear kα and Freeplay at
U = 39.4 ft/s

The results in Figure 7.21 show a similar behavior to the system without freeplay as the

torsional stiffness is a primary driver of the dynamics. However, the difference in the LQR

response is highlighted in the region of lower actuator bandwidth where higher levels of error

are introduced below 4Hz.

Overall, a direct model reference adaptive controller is able to provide a more desirable

response than a poorly tuned LQR. In each case, the MRAC drives faster settling times

than the LQR and shows robustness when nonlinear torsion and freeplay are introduced. In

addition, an actuator bandwidth study shows an MRAC will provide faster settling times

than an LQR, particularly with slow actuators.

7.2 Elastic Wing

This section presents results for the open-loop and closed-loop simulations for a can-

tilevered flexible wing. A representative wing is created to mimic the geometry of a Learjet

24, while the structural characteristics are approximated to provide “aircraft-like” behavior

while serving as a test bed for adaptive control. Table 7.12 lists the geometric data used to

build the wing aerodynamic panel.

117



Table 7.12 Wing Geometric Data

Parameter Symbol Value

Span b 35.6ft

Root Chord cr 4.0ft

Tip Chord ct 2.5ft

Leading Edge Sweep ΛLE 10 ◦

Inboard Aileron Break ηi 0.7(b/2)

Outboard Aileron Break ηo 0.8(b/2)

Aileron Chord cf 0.2 c

Table 7.13 gives the wing structural data used in the simulations.

Table 7.13 Wing Structural Data

Station M EI GJ Iα Sα

(in) (lbf ) (lbf · in2) (lbf · in2) (lbf · in2) (lbf · in)
0 316.5 3.570× 106 2.244 455.7 126.6

20.7 224.6 2.948× 106 1.866 293.8 85.6

55.0 140.1 2.082× 106 1.347 165.7 50.8

82.6 102.3 1.557× 106 1.024 108.8 35.2

110.2 80.1 1.152× 106 0.770 76.1 26.0

137.7 66.7 0.839× 106 0.571 56.3 20.4

165.3 55.6 0.603× 106 0.417 41.4 16.0

192.8 35.6 0.427× 106 0.302 23.1 9.6

213.5 11.1 0.329× 106 0.235 6.2 2.8

The first three bending and torsion modes are calculated using the matrix iteration method

detailed in Section 3.4. Table 7.14 gives the natural frequencies of the modes retained in the

solution.

Table 7.14 Wing Natural Frequencies

Mode No. Label Natural Freq.

- - (Hz)

1 First Bending 4.03

2 First Torsion 7.74

3 Second Torsion 15.11

4 Second Bending 16.45

5 Third Bending 38.60
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Figure 7.22 shows the mode shapes of the first three bending modes.

Figure 7.22 Elastic Wing Bending Mode Shapes

Figure 7.23 shows mode shapes of the first two torsional modes.

Figure 7.23 Elastic Wing Torsional Mode Shapes
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A flutter study of the open-loop system is conducted to determine the unstable airspeed.

All flutter simulations are performed with a structural damping coefficient of g = 0.03 and

a second-order actuator with 10Hz bandwidth. Figure 7.24 shows the V-F and V-g curves

for the system with linear torsional stiffness in the absence of freeplay.

Figure 7.24 Elastic Wing V-F and V-g Curves

Based on the the V-g plot, the flutter speed of the wing, where the first torsional mode

becomes unstable, is approximately 400 ft/s. This is the airspeed at which all flutter sim-

ulations are performed. Figure 7.25 shows the physical response of the system to an initial

condition. The response appears to be a nonlinear response and reaches an LCO. This is

due to the nature of the application of the loads to the structure, where they are in essence

follower forces. The pressure forces on each box are always normal to the surface, so at high

twist angles the forces primarily point in the direction of flow, which is not a DOF considered

in the analysis. Thus, the greater the angle of twist, the less the DOFs are excited.

120



Figure 7.25 Elastic Wing Open-Loop Response to Initial Condition V = 400 ft/s

The initial condition is implemented as either a unit displacement or unit rotation of

a single mode. The flutter characteristics of the system are found to be independent of

the perturbed mode. Based on this, it is inferred that the flutter characteristics should be

independent of gust length, as shorter gusts will perturb the higher frequency modes and

longer gusts will perturb lower frequency modes. To verify this, the open-loop response of

the system to a gust is simulated for a series of gust lengths. Figure 7.26 shows the system

response to a 30 ft gust.
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Figure 7.26 Elastic Wing Open-Loop Response to 30 ft Gust V = 400 ft/s

At 400 ft/s, the frequency of the gust is approximately 6.7Hz and thus only excites the

lower frequency modes. The gust length can be reduced to increase its frequency, however

the minimum gust length defined in 14 CFR §25.341 [34] is 30 ft and therefore is the shortest

gust used in this analysis. Figure 7.27 shows the system response to a 100 ft gust.
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Figure 7.27 Elastic Wing Open-Loop Response to 100 ft Gust V = 400 ft/s

At 400 ft/s, the frequency of the gust is approximately 2Hz and has difficulty exciting

the flexible dynamics; the system requires a very large simulation time for the instabilities

to be seen. Therefore, the 30 ft gust is used to excite the system for all further simulations.

Now the closed-loop response with an LQR and MRAC are evaluated. The flutter sim-

ulations are set up such that the leading edge of the gust impacts the system at t = 0.05s

and the controller becomes active at t = 0.50s. This allows adequate time for the unsteady

dynamics to build up before the controller must stabilize the system. In reality, the controller

would always be on, leading to improved responses as the unstable dynamics do not have

time to build up. If left for too long, the dynamics build up to a point where the controller is

no longer able to stabilize the system, and the control surface will saturate. This highlights

the need for the controller to always be active.

First, an LQR controller is tuned at a stable airspeed to increase the damping in the
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system. This flight condition is chosen to be at V = 300 ft/s. Similar to the two-dimensional

system, the tuning matrices [Q] and [R] are diagonal and defined as follows

[Q] =


Q1 · · · 0

...
. . .

...

0 · · · Qn

 [R] =


R1 · · · 0

...
. . .

...

0 · · · Rq


The LQR is tuned with the [Q] and [R] matrices given in Tables 7.15 and 7.16.

Table 7.15 Three-Dimensional [Q] Tuning Values

Tuning Parameter Value Tuning Parameter Value

Q1 0.50 Q7 0.15

Q2 0.10 Q8 0.10

Q3 0.10 Q9 0.10

Q4 100
(
180
π

)
Q10 2.50

Q5 10
(
180
π

)
Q11 1.00

Q6 0.00 Q12 0.00

Table 7.16 Three-Dimensional [R] Tuning Values

Tuning Parameter Value

R1 2.00

Figure 7.28 shows the open-loop and closed-loop response to the LQR at V = 300 ft/s to

illustrate the additional damping added by the control system. As the first torsional mode

is the flutter mode, the focus is adding torsional damping. Figure 7.29 shows the control

input and elastic flap deflection for this case. The commanded control deflection and actual

control deflection appear to coincide as the elastic flap deflection is relatively small.
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Figure 7.28 Open-Loop and LQR Response at V = 300 ft/s

Figure 7.29 LQR Control Input and Elastic Flap Deflection at V = 300 ft/s
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Next the MRAC is developed for an airspeed of V = 400 ft/s to compare its performance

to a poorly tuned LQR controller. The baseline adaptation rates and initial gains are

[Γy]0 =


Γ1 · · · 0

...
. . .

...

0 · · · Γn

 [Kx0 ] =

[
Kx1 · · · KxN

]

The MRAC is tuned with the adaptation rates given in Table 7.17

Table 7.17 Three-Dimensional [Γy]0 Tuning Values

Adaptation Rate Value Adaptation Rate Value

Γ1 1.00 Γ7 0.05

Γ2 0.10 Γ8 0.10

Γ3 0.10 Γ9 0.10

Γ4 12.00 Γ10 1.00

Γ5 1.00 Γ11 1.00

Γ6 0.10 Γ12 0.10

and the initial gains in Table 7.18.

Table 7.18 Three-Dimensional [Kx0 ] Gains

Initial Gain Value Initial Gain Value

Kx1 -0.0053 Kx7 0.0391

Kx2 -0.0488 Kx8 0.0092

Kx3 -0.0864 Kx9 -0.0232

Kx4 -0.0250 Kx10 -0.1805

Kx5 -0.2136 Kx11 -0.1140

Kx6 0.000 Kx12 0.0000

Next, the closed-loop response with an LQR and MRAC is studied. Figure 7.30 shows the

response with each controller active. This shows that both controllers are able to stabilize

the system, but the MRAC is more effective at increasing the damping and settles the system

more quickly.
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Figure 7.30 Elastic Wing Closed-Loop Response at V = 400 ft/s

In addition to the bending and torsion responses, the control deflection and elastic flap

deflection are analyzed. Figure 7.31 shows the actual flap deflection and elastic flap deflec-

tion. The MRAC provides a more aggressive input, which aids the settling time but leads

to more elastic flap deflection.
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Figure 7.31 Elastic Wing Control Input and Flap Deflection at V = 400 ft/s

Table 7.19 gives the 5% settling times for the vertical tip displacement and tip twist for

the LQR and MRAC, respectively. This reinforces the assertion that the MRAC is more

effective at attenuating transience; the settling time for wing bending is reduced by 6% and

the settling time for wing torsion is reduced by 25%. One reason for the increased attenuation

of wing torsion could be attributed to the higher adaptation rates placed on the torsional

modes, as shown in Table 7.17.

Table 7.19 Elastic Wing Settling Time (5% Steady-State)

h α

LQR 0.731 s 1.01 s

MRAC 0.688 s 0.76 s

Examining the time histories over a shorter span provides greater insight into system

response. Figure 7.32 shows the response over a one second span.
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Figure 7.32 Elastic Wing Closed-Loop Response at V = 400 ft/s Zoomed

Figure 7.33 shows the control input and elastic flap deflection over a one second span.

The MRAC initially commands a greater positive deflection than the LQR. This causes the

small increase in the tip displacement but reduction in the tip twist shown in Figure 7.32.
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Figure 7.33 Elastic Wing Closed-Loop Response at V = 400 ft/s Zoomed

This clarifies the relationship between the wing twist and flap deflection. It is important

to note the values of Q used to tune the baseline LQR controller for this configuration.

As the unstable mode is the first torsional mode, the controller was tuned to add torsional

damping. At 0.5 seconds, when the controller is activated, the wing has a positive torsional

rate. The controller deflects the control surface in the positive direction (trailing edge down)

to produce a negative torsional moment, counteracting the torsion rate.

For cases with nonlinear torsional stiffness, the same polynomial as the two-dimensional

case is used, but scaled for the first torsion modal stiffness. The resulting polynomial coeffi-

cients are
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Table 7.20 Elastic Wing First Torsion Stiffness Polynomial Coefficients

Coefficient Value

kα0 2.19× 104

kα1 −4.48× 105

kα2 2.89× 107

kα3 −1.88× 108

kα4 3.79× 108

The open-loop response of the system with a torsional nonlinearity is simulated in Figure

7.34. The introduction of the nonlinear stiffness causes the system to diverge more quickly

and reach an LCO of approximately ±40◦ of tip torsion and ±12 in of tip deflection.

Figure 7.34 Elastic Wing Open-Loop Response with Torsional Nonlinearity at V = 400ft/s

Next, the closed-loop response with an LQR and MRAC is studied. Figure 7.35 shows the

closed-loop tip displacement and twist with nonlinear torsion for the LQR and MRAC. Both

controllers are able to stabilize the system but the MRAC settles the system faster than the

LQR.
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Figure 7.35 Elastic Wing Closed-Loop Response with Torsional Nonlinearity at
V = 400ft/s

Figure 7.36 shows the control input and flap angle for the LQR and the MRAC. The MRAC

commands a more aggressive control input, which aids in settling the system, but causes

more elastic flap deflection.
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Figure 7.36 Elastic Wing Control Input and Flap Deflection with Nonlinear Torsional
Stiffness at V = 400ft/s

Table 7.21 gives the 5% settling times for the vertical tip displacement and tip twist for

the LQR and MRAC, respectively. This reinforces the assertion that the MRAC is more

effective at attenuating transience; the settling time in wing bending reduces by 15% and the

settling time in wing torsion reduces by 27%. However, the cost of this reduction in settling

time is an increase in the required control surface deflection.

Table 7.21 Elastic Wing Settling Time (5% Steady-State) with Nonlinear Torsion

h α

LQR 1.43 s 1.76 s

MRAC 1.22 s 1.29 s

Next, the system is analyzed with linear torsional stiffness and freeplay. For this case, the

simulations are run with freeplay limits of ±1◦. Figure 7.37 shows the open-loop response
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of the system with freeplay present. When comparing the response to the baseline linear

system in Figure 7.26, the freeplay appears to provide some attenuation as the maximum

tip displacement reaches 7 inches as compared to 10 inches. Similarly, the tip twist reaches

a maximum of 22◦ as compared to 30◦ in the baseline system.

Figure 7.37 Elastic Wing Open-Loop Response at with Freeplay at V = 400ft/s

Figure 7.38 shows the actual control surface displacement and the freeplay angle for this

case. As there is no commanded control surface deflection, the actual deflection is equal

to the freeplay angle. This shows that the flap oscillates within the freeplay limits until

approximately 2.5 seconds, upon which it reaches the freeplay limit and rebounds. This

initiates a more aggressive oscillation, as the flap impacts and then rebounds off of the

upper and lower freeplay limits.
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Figure 7.38 Elastic Wing Control Input and Flap Deflection at with Freeplay at
V = 400ft/s

Figure 7.39 shows the closed-loop tip displacement and twist with freeplay for the LQR

and MRAC. Both controllers are able to stabilize the system, but the MRAC settles the

system quicker than the LQR. For both controllers, after the initial oscillation subsides, the

system reaches an equilibrium point; the freeplay angle of the LQR case is β = −0.42◦ and

the tip twist is α = −0.015◦; the freeplay angle of the MRAC case is β = −0.45◦ and the tip

twist is α = −0.017◦. Figure 7.40 shows the control input and flap angle for the LQR and

the MRAC. The MRAC commands a more aggressive control input, which aids in settling

the system, but causes more elastic flap deflection. This causes a more aggressive rebound

off of the freeplay limits. For both cases, the drift in the control surface is visible where it

settles at an aerodynamic equilibrium point.
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Figure 7.39 Elastic Wing Closed-Loop Response with Freeplay at V = 400ft/s

Figure 7.40 Elastic Wing Control Input and Flap Deflection at with Freeplay at
V = 400ft/s
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Table 7.22 gives the 5% settling times for the vertical tip displacement and tip twist for

the LQR and MRAC, respectively. This reinforces the assertion that the MRAC is more

effective at attenuating transience; the settling time in wing bending reduces by 15% and

the settling time in wing torsion reduces by 20%.

Table 7.22 Elastic Wing Settling Time (5% Steady-State) with Freepaly

h α

LQR 0.875 s 1.026 s

MRAC 0.736 s 0.820 s

Overall, a direct model reference adaptive controller is able to provide a more desirable

response than a poorly tuned LQR. In each case, the MRAC drives faster settling times than

the LQR and shows robustness when nonlinear torsion and freeplay are introduced.

7.3 Elastic Wing and Aircraft

This section presents the results for the open-loop and closed-loop simulations for a flexi-

ble wing aircraft. This utilizes the same wing as Section 7.2 with the addition of the aircraft

rigid body dynamics. Table 7.23 provides the estimated structural and mass properties

required for the full aircraft simulations. These values include the properties of the wing.

Table 7.23 Aircraft Structural Data

Parameter Value

W 12, 000 lbf
Ixx 28000 slug − ft2

Iyy 18800 slug − ft2

Izz 47000 slug − ft2

Ixz 1300 slug − ft2

Table 7.24 provides the estimated aerodynamic coefficients required for full aircraft simula-

tions.
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Table 7.24 Aircraft Aerodynamic Coefficients

Parameter Value

Tmax 5, 900 lbf
CM0 0.0316

CMα -0.64

CLδe
0.46

CMδe
-1.24

CLq 4.7

CMq -15.5

Since the wing used in these simulations is identical to that of Section 7.2, additional

V-g analyses are not required. The primary focus of this section is to understand the impact

of the flutter suppression system on rigid-body dynamics. To quantify the effects of the

elastic coupling on the rigid-body dynamics, a similar set of simulations to Section 7.2 is

performed. However, as the response of the wing with a torsional nonlinearity is similar to

that of the wing with linear torsional stiffness, the only coupled cases being analyzed are:

the elastic wing with linear torsional stiffness; the elastic wing with linear torsional stiffness

and freeplay.

First, the trim condition of the aircraft must be found. This is calculated by applying the

steady-state condition to Eq. (3.181) through Eq. (3.185) with the equilibrium aerodynamic

forcing described in Eq. (4.33). For a given flight condition, the angle of attack is set, and

the elastic steady-state solution is calculated as well as the required elevator deflection to

maintain the angle of attack. This process is repeated until the balance of forces in the

vertical direction is satisfied. For the stable condition of V = 300 ft/s, this is an angle of

attack of 4.32◦ and an elevator deflection of 2.44◦. For the unstable condition of V = 400 ft/s,

this is an angle of attack of 3.48◦ and an elevator deflection of 1.77◦.

Next, the open-loop response of the full aircraft is simulated for a 30 ft gust. The

simulation is unstable for speeds at or above the flutter speed and quickly diverges. Therefore,

the open-loop response is only analyzed for the stable condition of V = 300 ft/s. Figure 7.42

shows the open-loop response of the elastic states to a 30 ft gust. Figure 7.42 shows selected
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rigid-body perturbation states of interest. This includes pitch rate ∆q, pitch angle ∆θ, and

altitude ∆h. The elastic disturbance is somewhat evident in the rigid-body states. However,

due to the inertia of the aircraft and differences in the frequencies, the elastic motion does

not have a significant effect on the aircraft as a whole.

Figure 7.41 Aircraft Open-Loop Elastic Response at V = 300ft/s
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Figure 7.42 Aircraft Open-Loop Rigid-Body Response at V = 300ft/s

Next, the aircraft is simulated at the flutter speed with an MRAC active. Figure 7.43

shows the closed-loop response of the elastic states. After the controller attenuates the

vibration due to the gust, artifacts of rigid body motion are still evident. As the aircraft

pitches about its equilibrium point, the change in lift leads to some wing bending and torsion.
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Figure 7.43 Aircraft Closed-Loop Elastic Response at V = 400ft/s

Figure 7.44 shows the rigid-body perturbation states with the MRAC active. Small

oscillations appear in the pitch rate due to wing torsion, however, the pitch angle and change

in altitude are relatively undisturbed.
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Figure 7.44 Aircraft Closed-Loop Rigid-Body Response at V = 400ft/s

Figure 7.45 shows the closed-loop response of the elastic states with freeplay present.

Similar to the baseline case, once the initial oscillations are damped out, some artifacts of

rigid-body motion are still present. Figure 7.46 shows the closed-loop rigid-body perturbation

states. Similar to the baseline case, there is some elastic motion present in the pitch rate

response. However, the flexible excitation only has minor effects on the overall rigid-body

motion. In this case, the MRAC provides a more aggressive response to attenuate wing

bending and this reduction in lift appears in the ∆h response.
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Figure 7.45 Aircraft Closed-Loop Elastic Response at V = 400ft/s

Figure 7.46 Aircraft Closed-Loop Rigid-Body Response at V = 400ft/s
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Combining a flexible wing with rigid-body aircraft motion does not degrade the perfor-

mance of the MRAC. In the cases presented, byproducts of the elastic motion can be seen

in the rigid-body response; however, it has little effect on the overall rigid-body motion. On

the contrary, rigid-body motion drives a small elastic response.
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8 Conclusions

This work details the process for the development and analysis of direct model reference

adaptive control for active flutter suppression and load alleviation. The development of

structural dynamics models for a pitch-plunge-flap airfoil, a cantilevered elastic wing with

N flexible modes, and a longitudinal-only rigid-body aircraft model with a flexible wing are

presented. Additional complexities are modeled in the form of nonlinear torsional stiffness

and actuator freeplay. These dynamics models serve as a test bed for direct model reference

adaptive control and offer a method of direct comparison to a linear controller.

The structural dynamics of the elastic wing are developed using energy methods. The

first step is applying unit load analysis to develop the flexibility influence coefficients of

the structure. Once this is known, a matrix iteration solution to the structural eigenvalue

problem is used to calculate the uncoupled modes of vibration. Then, a modal transformation

is used to reduce the structure into generalized coordinates where the structural dynamics

calculations are carried out. The development of the longitudinal-only rigid-body aircraft

equations of motion is also presented in addition to the methods used to couple rigid-body

and flexible dynamics.

Once a structural dynamics model is developed for all three systems, the aerodynamics

are derived. The pitch-plunge-flap airfoil utilizes quasi-steady aerodynamics, while unsteady

vortex-lattice aerodynamics are used in the solutions for the cantilevered elastic wing and

the flexible wing aircraft. A detailed development of the unsteady vortex-lattice method is

presented as well as the steps for its implementation in time-domain aeroelastic simulations.

Next, a direct model reference adaptive controller is presented. This controller allows

freedom to dictate the behavior of the system over a wide range of flight conditions without

gain scheduling. In addition, this controller can provide a level of fault tolerance to unmod-

eled dynamics, nonlinearities, and disturbances. For active flutter suppression, the reference

model is selected to reflect the dynamics at a flutter free point in the flight envelope. An

LQR is used to calculate the initial gains of the adaptive controller.
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The airfoil model serves as the natural first step in understanding the adaptive control

of aeroelastic systems. This system is simulated with linear torsional stiffness, nonlinear

torsional stiffness, and freeplay. In addition, first-order and second-order actuator dynamics

are implemented. Simulation studies showed that: both an MRAC and poorly tuned LQR

are able to suppress the onset of flutter for the linear stiffness case; the LQR is unable to

suppress LCO, unlike the MRAC; overall, the MRAC attenuates vibration more effectively

than the LQR over a wide range of actuator bandwidths, but requires more aggressive control

inputs; the performance of the MRAC is unaffected by the inclusion of second-order actuator

dynamics or actuator freeplay.

The three-dimensional wing reinforces the results found in the airfoil simulations. The

system is simulated at its flutter speed and its response to a vertical gust is evaluated. This

includes the response with linear torsional stiffness, nonlinear torsional stiffness, and actuator

freeplay. Simulation studies showed that an LQR and MRAC are able to suppress the onset

of flutter but the MRAC is more robust to nonlinearities and freeplay.

The aircraft model is used to understand the effects of the flutter suppression system

on rigid-body aircraft motion. Results show that flexible dynamics have little effect on the

rigid-body dynamics due to the inertia of the aircraft and the differences in the frequencies

at play. On the other hand, rigid-body motion does affect flexible dynamics as changes

in aerodynamic forces lead to elastic deformations. The novel contributions of this work

include:

1. A comprehensive study of the effectiveness of a model reference adaptive controller to

suppress flutter in the presence of first-order and second-order actuator dynamics over

a wide range of bandwidths, and actuator freeplay.

2. The development of an unsteady vortex-lattice solver for use in time-domain aeroelastic

simulation of three-dimensional systems.

3. The application of direct model reference adaptive control to mitigate flutter in three-

dimensional systems.
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