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ABSTRACT 

With a continuously growing demand for power, driven by the need to reduce our 

environmental footprint, this research provides an examination of the potential of energy 

harvesting with smart materials technology and its practical applications. The energy 

harvesting system considered here works on generating energy through vibrations of a 

piezoelectric material beam which will undergo sustained vibrations due to flow of air 

over its surface. It is assumed that sustained limit cycle oscillations of this system will 

occur at the flutter velocity. This research creates an optimization framework to obtain 

the best values of parameters that will result in the minimum flutter velocity for the 

system. Minimization of flutter velocity may lead to the use of the energy harvesting 

system at lower air speeds, thus increasing its applicability in multiple low-velocity 

vehicles/scenarios. The study begins with an in depth explanation of piezoelectricity, its 

fundamental concepts, operational mechanisms, and various applications. Next, the 

phenomenon of flutter is explained in detail as it is essential for identifying conditions 

where vibrations can be harnessed for energy generation. Two codes are developed to 

determine the flutter speed for both steady and unsteady flows, which are also verified 

against previous studies, ensuring their accuracy and reliability. Further, several codes 

are created to optimize the minimum flutter speed, initially focusing on a single 

parameter, then expanding to two parameters and finally optimizing all four parameters 

simultaneously. With the last case, the flutter velocity is reduced an 80% from its starting 

value. So far, to the author’s knowledge, there are not too many works that follow a 

detailed optimization process of the parameters involved in piezoelectric power 

generation. This optimization process is particularly significant as it lays a foundation for 

future studies, enabling a more comprehensive and efficient optimization of energy 

harvesting systems.  
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1. INTRODUCTION 

In recent decades, we have witnessed a dramatic increase in global energy 

consumption. From 1965 to 2022, this consumption has experienced an impressive 400% 

increase [1], as shown in Figure 1.1. This phenomenon has been driven by several factors, 

including population growth, industrial and technological development, as well as rising 

living standards in many parts of the world.  

Even though the use of renewable energy sources has experienced exponential 

growth, reaching an outstanding 2400% increase, renewable energy is less than 10% of 

the total energy consumption. We still face significant challenges in the transition to a 

more sustainable energy system. Continued investment and research are needed to 

overcome technological and economic barriers and achieve a truly global energy 

transformation. With a continued dedication to innovation, international collaboration, 

and collective action, we can move towards a cleaner, more secure, and equitable energy 

system for future generations. 

 

 

Figure 1.1 Energy consumption 1965-2022 [1] 
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My commitment to the transition towards a more sustainable energy future has 

been strengthened. That is why I have decided to dedicate my Master’s Thesis to the study 

of energy harvesting in the aerospace sector, to contribute to the knowledge and 

development of innovative solutions in this field. My motivation lies in the recognition 

of the positive impact that renewable energy research can have in the fight against climate 

change and the construction of a more just and cleaner world for future generations. 

For these reasons, I decided to investigate new forms of generating renewable 

energy. Concretely, I wanted to study smart materials and their possible impact on more 

sustainable aviation. The principal objective of my thesis is to create a framework to 

harvest the maximum amount of energy with a piezoelectric patch that works with the 

vibrations of a beam. First, a model will be created to obtain flutter velocity of an 

airfoil-cross section beam that is being vibrated due to air flowing over it. In other words, 

flutter velocity is the velocity of air flow which triggers limit cycle oscillations of the 

vibrating beam. The energy harvesting system that is considered here works on 

converting the energy of such sustained oscillations into electrical energy through smart 

materials such as a piezoelectric material. Further, a framework will be created to 

optimize various parameters of this model to minimize the flutter velocity. This is aimed 

at creating an energy harvesting system that could generate energy at the lowest air speeds 

possible. I hope this study will help to develop this system in future aviation, as well as 

other energy harvesting concepts. 

In this section, the principal components of this work will be discussed. Some 

topics are the need for energy harvesting applications, smart materials used in energy 

harvesting, applications, flutter velocity,  limit cycle oscillation mechanisms, and 

optimization models. 
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1.1 Energy harvesting 

It is necessary to investigate new directions in energy harvesting to find ways to 

utilize unexplored resources while reducing the impact on the environment. In this 

subsection, the need for energy harvesting applications will be explained, focusing on 

their significant role in the development of sustainable energy solutions. 

Energy harvesting, or power scavenging, is known as the process of extracting 

energy from the ambient environment and converting it into consumable electrical energy 

[2]. Since several years ago, the most common forms of extracting energy from the 

ambient environment are with photovoltaic cells, wind turbines (onshore or offshore). 

The difference between energy harvesting and the other common sources of renewable 

energy such as wind, geothermal, hydropower, ocean, etc. is that in the former one, the 

amount of energy harvested is much smaller than from the conventional renewable 

sources, as it is usually used for small and low powered autonomous devices and 

applications. 

 

 

Figure 1.2 Energy harvesting system 
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Every energy harvesting method is usually formed by three basic part 

components: the harvester or transducer, which transforms the ambient power from the 

environment into useable electrical energy, the circuit and storage, which collects, 

analyses, and processes that energy, and the load which puts the energy into use, as shown 

in Figure 1.2. 

There are a lot of types and forms of energy harvesting. They are classified based 

on the form of energy they use to extract power. Some of the most common energy 

harvesting sources are solar energy, mechanical energy from strain and vibration, thermal 

energy from furnaces or combustion engines, human energy from different bodily 

functions and metabolisms, sound energy, etc. In the following sections, we are going to 

deal in more depth with the mechanical energy coming from vibrations.  

 

1.2 Smart materials used in energy harvesting 

As has been said before, the world is facing a critical moment with the highest 

energy consumption, and most of it being generated by limited non-renewables resources. 

The need for alternative energy sources is pressing due to the increasing reliance on 

technology and population increase, which is placing a strain on existing energy sources. 

This is where smart materials promise to be useful. Because of their adaptable qualities, 

smart materials react quickly to outside inputs such as electromagnetic waves, 

temperature fluctuations, and mechanical stress. Through the utilization of their distinct 

properties, such as thermoelectricity, shape memory alloys, or piezoelectricity, smart 

materials provide opportunities for capturing and transforming ambient energy sources 

into functional power. Those materials play a crucial role in facilitating the research for 
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sustainable energy solutions due to their adaptability to a variety of environmental 

situations that were previously untapped. 

One of the most important smart materials is piezoelectric materials. These 

materials are used because when they are strained, they generate electricity, as shown in 

Figure 1.3. They are tiny crystals or ceramics that convert mechanical movements or 

vibrations into electrical energy. That is the key to the present work: harvesting energy 

from the vibrations of a cantilevered beam using a piezoelectric patch. Piezoelectricity 

will be explained widely in the next section: 1.3 Piezoelectricity. 

Piezoelectric materials are used in devices like sensors, actuators, and 

importantly, in energy harvesters. By incorporating them into structures like beams or 

panels, we can capture otherwise wasted energy from vibrations, footsteps, or even the 

wind, turning it into usable electricity. A good example of this in the aeronautical industry 

is about structural health monitoring work, which is proving highly significant in avoiding 

the premature collapse of structures of aircraft [3]. 

 

 

Figure 1.3 Piezoelectricity basic scheme [4] 
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Another set of smart materials is thermoelectric materials. They can produce 

electricity when there is a temperature differential across them. Those materials are 

utilized in equipment that produces electricity from residual heat, such as that produced 

by industrial operations or automobile engines. Thermoelectric materials assist in 

reducing environmental impact and promote more effective energy utilization by using 

this lost heat energy. 

There has been some research where thermoelectric smart materials have been 

applied. One example are thermoelectric modules which were woven directly into the 

fiber textiles of some clothes to harvest energy from body heat, with temperature 

differences of around 44 K [5]. Another study of thermoelectric materials was conducted 

through carbon fiber-reinforced concrete (CFRC). Others demonstrated that the energy 

harvested increased with the content of short carbon fiber in it [6]. That smart material 

could be used in critical civil infrastructure systems, such as bridges and dams, to prevent 

them from cracking due to cement hydration and sun radiation. 

An additional group of smart materials includes shape memory alloys (SMAs). 

These materials have a remarkable ability to return to a predetermined shape when 

subjected to certain temperatures. This unique behavior finds applications in devices like 

actuators, valves, and even in biomedical implants. In energy harvesting, SMAs are being 

explored to capture heat energy and convert it into mechanical movement, which can then 

be transformed into electricity. 

SMAs have been used for plenty of different applications, also in the aerospace 

industry. Concretely, for many years they have been utilized in spaceships as low-shock 

release mechanisms as well as in smaller spacecraft or microsatellites [7]. Also, in 

airplanes, new methods with SMA materials are being investigated. For example, the 
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patent of Knowles & Bird [8] was used to develop an innovative telescopic wing system 

using those kinds of smart materials. 

 

1.3 Piezoelectricity and applications using flutter and LCO mechanisms 

The word “piezo” derives from the Ancient Greek word “πιέζω,” which means 

press, squeeze, or compress. In 1880, the French physicists Paul-Jacques Curie and his 

brother Pierre Curie discovered that in certain crystals, when a mechanical force was 

applied, they became electrically polarized and that this polarization was proportional to 

the applied voltage [9]. They named this effect piezoelectricity, and they used crystals 

such as tourmaline, topaz, quartz, and Rochelle salt, among others.  

The Curie brothers started their research with the study of pyroelectricity, 

generating electricity by applying thermal loads to certain materials, which was 

discovered in the 18th century. They got a conclusive relation between electric charge and 

mechanical stress. 

 

 

Figure 1.4 Curie compensator [10] 
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To demonstrate piezoelectricity, the brothers created the Curie compensator, as 

shown in Figure 1.4, where a quartz or a Rochelle salt crystal lamella was compressed, 

producing small electric currents, around a few tenths of picoamperes. One year later, in 

1881, Gabriel Lippmann deduced the converse effect, where applying a small electric 

field to some materials produced deformations [11]. That discovery helped the Curie 

brothers to keep obtaining proof of the reversibility in piezoelectric materials. 

Since the discovery of piezoelectricity in 1880, it had not been used until the 

second decade of the 1900s with the invention of the famous SONAR (Sound Navigation 

and Ranging), a technique that uses sound propagation underwater primarily to navigate, 

communicate, or detect submerged objects [12]. 

Due to the loss of the Titanic in 1912, and other such accidents, there was a need 

to detect submerged elements under the ocean. Also, with the emerging First World War 

(1914-1918), armies knew the enormous advantage of using submarines to detect 

enemies’ ships. Those two events coupled, made researchers around the world investigate 

a solution. Paul Langevin designed the first successful SONAR in 1917. His invention 

consisted of a medium of acoustic localization, where the acoustic signal was generated 

by piezoelectricity. 

In the post-war period, many of the piezoelectric applications that we use today 

(microphones, accelerometers, signal filters, etc.) began to be developed, although the 

materials available (mainly quartz) greatly limited the performance capabilities of the 

devices. Then, during the Second World War, investigations in the United States, Japan, 

and the Soviet Union, found that some ceramic materials had piezoelectric constants up 

to 100 times higher than ordinary crystals previously used. 
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Physically, piezoelectricity is defined as the property of some crystals to cause 

their dipoles to polarize electrically when a mechanical or electrical voltage is applied to 

them, producing electrical energy from the deformation or compression of the material. 

Thus, the degree of polarization is directly related to the applied voltage.  

 

 

Figure 1.5 Polarization of ceramic [13] 

 

Weiss domains are sets of dipoles having the same alignment. In Figure 1.5 (a), 

we can see the random distribution of Weiss domains with varying alignment inside the 

ceramics. When an electric field is applied, it causes the dipoles present in the crystal to 

polarize, Figure 1.5 (b). This process is known as polarization, where the material exhibits 

its piezoelectric properties causing a deformation in it. With time, that piezoelectric effect 

relaxes and ages, Figure 1.5 (c), so most of the dipoles remain not identical but slightly 

misaligned to those in Figure 1.5 (b), reducing its piezoelectric effect. 

We can see plenty of different applications where the piezoelectric effect was used 

to harvest energy. One example is an experiment conducted in Greece, having human 

body as a source of generation [14]. They built a glove with PVDF material, which 

produces energy from the force exerted by the fingers on a flat surface such as a tablet or 

mouse, demonstrating that it can produce 0.3236 W, see Figure 1.6.  
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Figure 1.6 Piezoelectric glove [14] 

 

As has been explained, harvesting energy with a piezoelectric patch is based on 

the tensile and compressive stresses, produced by the vibrations of a beam-like structure. 

Further, it is needed to make an effort to find a kind of vibrations that could be maintained 

more or less constant over time. That is why it is needed to study flutter and limit cycle 

oscillations. 

Flutter could be defined as a self-excited and oscillatory aeroelastic instability in 

which the inherent modes of vibration of a flexible body combine with its aerodynamic 

forces to create oscillations that amplify themselves to trigger structural collapse. This 

can occur in aircraft, buildings and even bridges, and is the result of the interaction of 

inertial and stiffness forces on the structure. The idea of an energy harvester based on this 

concept is to set a flexible piezoelectric material vibrate close to its flutter boundary. The 

piezoelectric materials would experience mechanical strain as a result of this vibration, 

which results in electrical charges. Prediction of flutter velocity will be explained in 

section 4.2 Flutter. 



 

11 

 

On the other hand, limit cycle oscillations, also known as LCO, are stable and 

repetitive oscillations that arise when a system is subjected to periodic forces or 

vibrations. These oscillations maintain a relatively constant amplitude, which is crucial 

for energy harvesting because it allows for a consistent generation of electrical power. 

LCO provides a predictable and stable motion that can be exploited to continually produce 

electrical energy. In the remainder of this thesis, the word "flutter" is used in the context 

of limit cycle oscillations, and thus the mention of a beam undergoing flutter actually 

implies that it is set under in LCO, rather than it undergoing a destructive vibration. 

These mechanisms are incredibly important for energy harvesting, especially in 

this project. The vibrations would be induced by flutter and would become repetitive limit 

cycle oscillations that would ensure a steady and predictable generation of electrical 

charges. This predictability is key in maximizing energy harvesting because it allows for 

the consistent capture and conversion of mechanical energy into electrical power. 

There has been some previous research on the importance of flutter and LCO for 

energy harvesting. It was used an electromagnetic energy harvester that included an airfoil 

vibrating under LCO response and the accompanying power generation, for cases under 

stall conditions [15]. Another example was an experimental proposal that took advantage 

of the oscillations (fluttering) of a flag with piezoelectric material (PVDF) to collect wind 

energy with a power generation of 1-5mW/cm3 for wind speeds ranging from 5 to 9 m/s 

[16]. This experiment opens up new opportunities to use wind energy to power small 

electronic devices, thereby powering small electronic devices, thus expanding the range 

of possible applications in which energy harvesting applications can be used. 
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1.4 Optimization models 

Once the part of piezoelectricity has been explained, it is needed to introduce the 

optimization models. One of the key parts in this thesis will be optimizing the parameters 

of the beam so as to generate energy at the lowest possible flutter speeds. 

Optimization is the process when there is a search through a wide range of 

potential solutions to find the optimal one. The final approach is called optimal, as it either 

maximizes or minimizes the desired outcome. Without realizing it, we solve optimization 

problems almost every day. For example, while determining the most efficient path to get 

to work, when conducting our weekly grocery shopping, or when determining how to 

spend our free time. Even though it is easy to solve these daily problems with just our 

minds, it is needed to employ other methods when attempting to solve other types of 

problems that are more complicated. 

An optimization model is a real-world problem that has been mathematically 

represented using formulas that we have identified from reality. After the problem is 

described, the best solutions can be quickly identified by using some algorithms.  

Optimization models usually have four primary components: parameters, 

variables, objective function, and constraints, as seen in Figure 1.7. Parameters are the 

facts which values are determined by the problem. Variables are those properties that are 

studied, and which values will vary until the optimal solution is gotten. As implied by its 

name, the objective function represents our desired outcome, basically, what is wanted to 

be optimized. Lastly, the restrictions are those that govern the problem, external 

constraints, which keep the solution from becoming unachievable. 
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Figure 1.7 Optimization process scheme 

 

Optimization models can be classified into several types, each suitable for 

different types of problems. The following is an introduction to the main optimization 

models, their differences, advantages, and disadvantages. 

Linear optimization (LP): It is used to maximize or minimize a linear objective 

function with linear constraints. This kind of optimization is widely applied because of 

its simplicity and its effective algorithms like the interior point technique and the simplex 

approach. The main disadvantage is its linearity, it cannot be used in complex situations. 

Some variations of the linear optimization are the integer linear optimization (ILP) and 

the mixed-integer linear optimization (MILP), where some or all the variables are integer. 

These last are able to model discrete decisions and get exact solutions but require 

specialized algorithms and could be computationally intense. 

Nonlinear optimization (NLP): It is used to maximize or minimize a nonlinear 

function with nonlinear constraints. It has flexibility to model a wide range of real-world 

problems because it allows dealing with complex relationships between variables. The 

disadvantage is that these algorithms require a higher computational cost. Inside NLP, the 
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most used algorithms are interior point, sqp, and active set. These last ones will be further 

explained in chapter 5.1.2 Algorithms. 

Stochastic optimization: This kind addresses problems in which some of the data 

are uncertain and are modeled as random variables. Objective functions and constraints 

usually include expectations, variances, and other statistical measures. Even though data 

variations, it allows robust decision making but requires advanced techniques such as 

simulation and dynamic programming. This approach is essential in areas such as risk 

management, finance, and planning under uncertainty. 

Genetic algorithms (GA). This is one of the newest methods and is inspired by the 

evolutionary theory of natural selection proposed by Charles Darwin. It is especially 

useful for large search spaces, nonlinear optimization problems, and is also used with 

artificial intelligence (AI). This methodology differs from those mentioned above as it 

works with a population of potential solutions that evolve over generations. 

In conclusion, each type of optimization model has its own set of characteristics. 

The choice of the appropriate model depends on the problem, the characteristics of the 

objective function and constraints, as well as the specific needs and priorities of the 

application. For this thesis, the optimization model chosen is the nonlinear optimization 

(NLP). The choice is justified by its ability to solve complex and realistic problems with 

nonlinear relationships. Also, NLP offers flexibility and accuracy, and there are plenty of 

advanced tools available for its implementation. NLP will allow optimizing a minimum 

flutter speed for the variables of the size of the beam determined. The optimization model 

will be explained in the last chapter. 
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2. OBJECTIVES 

The focus of the present work is to create an optimization framework to obtain the 

best values of parameters that will result in the minimum flutter velocity for the system. 

The objectives of this research are multi-faceted, addressing fundamental concepts, 

aerodynamic phenomena, and the development of computational tools for optimization.  

Objective 1: Understanding the piezoelectricity effect. This involves studying 

how certain materials can generate electrical energy when subjected to mechanical stress. 

That is the first part to be explained, by exploring its principles, operational mechanisms, 

and applications. 

Objective 2: Flutter, Critical Velocity, and Limit Cycle Oscillations. LCOs are 

those oscillations which are found when the flow velocity is increased beyond the linear 

flutter boundary, at its critical velocity. This objective involves studying the conditions 

under which these phenomena occur and how they can be used for energy generation 

using piezoelectric materials. 

Objective 3: Flutter analysis. Developing computational tools to determine flutter 

velocity. This includes creating two distinct codes that can accurately predict the flutter 

velocity for both steady and unsteady flows and verifying them against existing studies. 

Objective 4: Optimization process. The final objective is to create several codes 

for optimizing the minimum flutter velocity with respect to one, two, and four parameters 

simultaneously: mass ratio, radius of gyration, and distances to the elastic center and 

center of gravity. This multi-parameter optimization serves as a starting point for future 

research, enabling a more complete and efficient optimization for energy harvesting. 
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3. LITERATURE REVIEW 

As have been said before this study focuses on the optimization of flutter velocity 

and its application with piezoelectric materials in aviation for power harvesting. Through 

this literature review, studies ranging from the fundamental principles of piezoelectric 

materials to the most recent applications in aviation will be reviewed. Those studies help 

not only to understand better the concepts of piezoelectricity, but to understand what 

research has already been done, and what aspects will be developed in this study. 

The literature review is structured as follows: diverse applications of 

piezoelectricity, theoretical foundations of critical flow velocity, empirical studies with 

real experiments; and finally, the importance of some parameters in energy harvesting. 

That will be the most important part of the literature review, as this thesis presents an 

emphasis on the optimization of these parameters. 

Through this literature review, it will be seen that previous studies have shown 

that it is possible to use piezoelectric materials to transform mechanical energy from 

vibrations into electrical energy, providing creative solutions for airplanes. Nevertheless, 

to the author’s knowledge, there are not so many studies where parameter optimization 

has been developed. 

 

3.1 Applications of piezoelectricity 

Since piezoelectricity was invented, there have been plenty of applications where 

piezoelectric effect was used to harvest energy. Some examples are explained below. 

The first case was the SONAR, a radar invented in 1915 by Paul Langévin [17]. 

After the loss of the Titanic in 1909 and the emerging First World War, a lot of scientists 
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got inspired and began to investigate underwater radars. SONAR used piezoelectric 

materials and it could detect submerged objects under the ocean. 

Another example, more recently, consisted of a glove that had the body as a source 

of energy generation [14]. They obtained energy from the force produced by the fingers 

on a flat surface such as a tablet or mouse. 

On the other hand, last year, some laboratory colleagues developed the following 

shoes prototype [18]. In this study, piezoelectric shoe soles were introduced as a way to 

use walking as an alternative energy generation source. The sole was connected to the 

charging circuit so that every step helps in the charging of the battery. They built it in the 

laboratory and got experimental results, see Figure 3.1. 

 

 

Figure 3.1 Pseudo-piezoelectric foam shoe [18] 
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3.2 Critical flow velocity 

One of the fundamental parts of this work is to find the critical velocity: the air 

flow velocity beyond which any small perturbation will produce instability, making the 

plate flutter. There has been a lot of research on critical velocity, but here is a summary 

of the most interesting. 

Amandolese [19] discussed fluid-structure instability in aerodynamic bodies. 

Particularly, they studied a dimensionless two degrees of freedom flat plate inside a wind 

tunnel with low-speed airflow. In the article, they presented experimental results to 

enhance understanding of sustained vibrations with significant amplitudes. The model 

configuration is a flat plate that has only two degrees of freedom: plunge and pitch. Lift 

and moment coefficients were measured with different angles of attack and were 

compared to previous work.  

With the experiments, it is observed that with velocities under the critical velocity, 

plunging and pitching responses are damped to a small vibration regime. At the critical 

velocity, any small perturbation will produce pitch and plunge frequencies to increase 

until the oscillation amplitudes saturate, producing an LCO with amplitude varying 

slowly in time (the growth rate is almost null). However, if the flow velocity is increased 

the dynamical response changes dramatically: after some instabilities, the system 

becomes in a large harmonic oscillations LCO with more than double effect in plunge 

and pitch than with the critical flow velocity. 

In conclusion, under critical velocity, the system remains stable even if small 

perturbations are applied, and its response is damped. When the critical velocity is 

reached, any small perturbation would induce the system into a low amplitude plunge and 
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pitch LCO regime. However, if the flow velocity is increased, the system is stable, but it 

becomes a high-amplitude LCO regime. 

Other authors have investigated the opposite effect: preventing and eliminating 

aeroelastic instabilities with smart materials. Concretely, one of them studied it in wind 

turbine blades [20]. In this work it is pretended to understand the LCO frequencies and 

how to use them in a wind turbine blade with smart materials, to delay flutter appearance. 

Two wind turbine blades were considered: one standard blade and the other one with a 

piezoelectric patch on it. 

After the analysis, it was concluded that for both the standard and the piezoelectric 

wind turbine blades, the torsion displacement was not a problem since its eigenvalues are 

negative (which indicates a stable mode of vibration). Additionally, the possibility of 

reaching flutter with torsion motion was less probable in the blade with the piezoelectric 

patch than in the other one. Studying the flap motion, it has been observed that for both 

wind turbine blades, there was a moment when its eigenvalues became positive (which 

indicates instability). However, it was demonstrated that for the wind turbine blade with 

the piezoelectric patch, the critical velocity was 5.4% higher than the regular blade, so 

the instability would be reached later in the one with the piezoelectric patch. 

 

3.3 Experimental approach and parameter optimization 

Other studies where people made experiments to prove energy harvesting on 

beams will be discussed in this part. These studies are very interesting because while 

researchers work on experiments, I will be developing the theoretical model, so they could 

help to verify it. Also, one of the key factors in this work is the optimization of the 

different parameters of beam to minimize the velocity of flutter. There have been a lot of 
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people who studied how the piezoelectric patch characteristics affect the energy 

harvesting model, but not many of them made it with an appropriate optimization model.  

Zacaria et al. [21] studied energy harvesting in a beam which was excited by the 

aerodynamics loads in a wind tunnel. The beam was subjected to air flow at particular 

angles of attack, and there were noticeable static deflections that resulted in limit cycle 

oscillations. Most of the energy harvested was achieved at certain angles of attack, which 

vary with flow velocity. In this work, it was also studied the effect of the resistive loads 

on the energy harvested. However, an optimization process was not conducted. 

Another remarkable project was the study of energy harvesting on a beam 

connected to a flap, mounted in a wind tunnel [22]. They also stated that there must be a 

minimum cut-in wind speed below which the flutter energy harvesting cannot function. 

They concluded that the design of the energy harvester would depend on the 

characteristics of the flow conditions for the intended application. Also, they studied the 

effects that electromechanical coupling produces on flutter speed. Even though they 

found out the optimal resistive load for the highest cut-in wind speed, they did not 

investigate the influence of the rest of parameters. 

Similarly, the following work studies another geometry of cantilevered beam [23]. 

The beam was made of a single piezoelectric layer with a couple of asymmetric tip 

masses. Power was extracted from the bending and torsion movements of the beam with 

a piezoelectric patch. Apart from modeling the structural analysis, they studied the effect 

of some parameters on power extraction. They studied six different resistive loads and 

five different distances to the masses. Although they got the highest value of voltage 

output between their values, they did not go through an optimization process. 
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Others evaluated the performance of bimorph piezoelectric energy harvesters 

[24]. The key to their work is the addition of distinct levels of layers. They varied the 

number of layers from one to three while keeping the total thickness constant. First, they 

made the structural model and then they validated it with experiments. They concluded 

that the maximum output power was reached with double layer. 

A further intriguing work was also converting the vibrations available in the 

environment into productive voltage through piezoelectricity [25]. A finite element model 

was presented to predict energy generation. At the end, they evaluated the effect of the 

thickness and length of the piezoelectric layers. As happened with other studies, they did 

not make a suitable optimization process to get the optimal values.  

Another remarkable study made by Lahoti [26], a laboratory colleague, who 

studied of a cantilevered beam made of Microfiber Composite (MFC) for energy 

harvesting due to vibrations. These vibrations were created by a mechanical vibration 

exciter. The current thesis differs from this work in that the vibrations are created through 

air flowing over the beam, rather than by a vibration exciter. At first, he set up a finite 

element numerical model to predict the energy harvested through a piezoelectric patch on 

the MFC beam which was then validated with a shaker test as an experiment. Finally, he 

performed an optimization of three variables: length, width, and thickness. For the energy 

harvesting part, he obtained small discrepancies between the experiment and the model 

previously created. For the optimization part, he concluded that to obtain the maximum 

amount of energy, it was needed to increase the length of the beam and use an exponential 

width. This work is very interesting because it was proven again that the size of the 

piezoelectric patch has a significant effect on the energy harvested. 
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Then, Abdelrahman et al. [27] studied the effect of the piezoelectric patch size 

and material to suppress vibrations in a wind turbine blade. A smart material sensor and 

an actuator were put under and above a cantilever beam, with a cross-section of the 

NACA 0012 airfoil. The model of vibration reduction used in that study was previously 

validated [28]. It was proven that increasing width or thickness of the piezoelectric path 

produces a reduction of the actuation force and the maximum displacement whereas an 

increment in the settling time and the peak amplitude. However, this work measured the 

effect of these parameters mentioned above by repeating the same code varying each 

parameter between four different values. My contribution in this thesis will be modeling 

a matlab code which could optimize these parameters in a single execution, with less 

computational cost and time.  

 

 

Figure 3.2 Yaw angle scheme 

 

Other parameters can also be evaluated, such as the influence of the orientation of 

the piezoelectric patch. Some researchers studied which angle between the direction of 

the wind and the direction of the piezoelectric patch, was better for the most power 

extracted by energy harvesting [29]. This angle is usually known as the yaw angle, as 

shown in Figure 3.2. First, the effect of three different yaw angles, and four different 
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resistive loads is studied. It is clearly seen that as the velocity of the flow increases, the 

limit cycle oscillation (LCO) amplitudes at the tip increase as well. Also, the electric 

power extraction increases since both the velocity of the flow and the resistive load 

increase. For yaw angles greater than β = 90º, there has not been found any limit cycle 

oscillation, so there has not been energy harvested. They found the best results of total 

energy harvested for their three different yaw angles and four resistive loads. However, 

in this work, it can be seen again the lack of using an optimization process to get more 

precise values. 

Another factor that affects energy harvesting with piezoelectric materials is the 

transduced energy, which refers to the conversion of one form of energy into another. 

This term is usually used to measure the efficiency of the energy harvested from the limit 

cycle oscillations (LCO). In this work [29], they also studied the transduction efficiency 

for the different yaw angles in a cantilevered flat beam. It is deducted that the best 

efficiency configuration of the plate is for the yaw angle β = 0º. That is explained by the 

greater LCO amplitude and a bending curvature velocity. That velocity quantifies how 

fast the curvature of the structure changes as it bends of vibrates. Even though the other 

yaw angles have higher LCO amplitudes, their flutter modes are based on the first bending 

and torsion modes, so they provide a lower transduction efficiency. 

An additional standout work was the study of the influence of some parameters 

on the flutter velocity [20]. Changing the center of gravity, it was demonstrated that even 

though there was a downward trend, it was not significant. With the frequency ratio a 

similar trend was observed, that is, there was a decrease in the critical velocity, but it was 

not significant. Finally, for the mass ratio there was a gradual increase of the flutter 

velocity, so it would become difficult to reach flutter in small-density air. However, they 
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studied the effect of these parameters on the flutter velocity individually. The study was 

not dependent on the other parameters. 

More recently, an interesting work was made by Deweese [30], a university 

colleague  who presented an innovative aerodynamic energy harvesting. Energy was 

extracted from the limit cycle oscillations (LCO) in a modified Glauert profile. The 

inviscid unsteady thin airfoil theory was used for modeling structural analysis. The most 

important part of this study was the implementation of synthetic jet actuators, which were 

used to control air flow separation. This is a remarkably interesting paper because even 

though the energy harvested was doubled due to the SJAs, optimization of the parameters 

was left for future work. 

Another similar study was applying energy harvesting with piezoelectricity to 

military aircraft, concretely unmanned air vehicles (UAV) [31]. The advantage of these 

airplanes is their flexible wings, which allow higher power generation. Finally, they 

studied the effect of the resistance load, but again they did not perform an optimization 

process beyond studying four different values independently. 

In summary, despite the progress made, there are still gaps in the understanding 

of how to optimize specific variables, such as airfoil geometry, or structural parameters, 

to maximize the energy obtained. This thesis seeks to fill these gaps and provide a solid 

foundation for future research.  



 

25 

 

4. FLUTTER PREDICTIONS AND VERIFICATION 

It has already been explained that the piezoelectric patch generates energy when 

they are squeezed or bent, but how could the patch be squeezed or bent? Here is where 

aeroelasticity comes, as the piezoelectric patch is going to be compressed and stretched 

due to the vibrations of the beam on which the beam is attached, produced by the 

incoming airflow.  

 

4.1 Aeroelasticity 

Aeroelasticity constitutes a central core that rests on three basic pillars: structural 

mechanics, aerodynamics, and fluid dynamics. Studying an aeroelastic phenomenon 

involves analyzing the interaction between the structural deformations and the 

aerodynamic loads dependent on it. Modern aircraft structures are not completely rigid, 

so aeroelastic phenomenon occurs when structural deformations induce changes in 

aerodynamic forces. The additional aerodynamic forces lead to an increase in structural 

deformations, which in turn lead to higher aerodynamic forces. These interactions may 

gradually become smaller until an equilibrium condition is reached, or they may diverge 

catastrophically. 

Aeroelasticity can be divided into two fields of study: static aeroelasticity and 

dynamic aeroelasticity. Static aeroelasticity addresses the interaction between elastic and 

aerodynamic forces without considering mass properties. On the other hand, dynamic 

aeroelasticity studies the interaction between aerodynamic, elastic, and inertial forces. 

Every static or dynamic aeroelasticity phenomenon can be classified depending 

on their forces interaction. That classification, also called the Collar’s Diagram, can be 

observed in Figure 4.1. The vowels at the vertices represent the forces: aerodynamic 
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forces (A), elastic forces (E), and inertia forces (I). The consonants represent the 

instabilities: divergence (D), reversal of control (R), flutter (F), and buffeting (B). It can 

be clearly seen that flutter and buffeting depend on the three forces (dynamic 

aeroelasticity), while divergence and reversal of control do not depend on the inertia 

forces (static aeroelasticity). 

 

 

Figure 4.1 Collar’s Diagram [32] 

 

Divergence is caused by the fact that the aerodynamic forces, usually produced 

by an increment of the angle of attack, exceed the elastic forces of the structure and can 

lead to structural failure . Subjected to aerodynamic loads the aircraft structure deforms 

so that the aerodynamic loads increase. Upon reaching a critical aircraft speed with 

respect to the wind, the self-amplified deformation may result in structural failure. 

Divergence only appears when the aerodynamic axis is forward than the elastic axis. 
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Reversal of control at high speed caused by structural deformations is one of the 

major problems for the aircraft at high-speeds. The stability and control properties of the 

aircraft are highly dependent on the aerodynamic load distribution. By deflecting the 

aileron, lift increases, but there is also an increase in the nose-down pitch moment of the 

wing. This decreases the angle of attack, which also decreases lift. So, it finally causes 

ailerons to start to function in the opposite way that they were purposed. 

Flutter occurs when the airfoil starts to oscillate in an unstable way. If the 

aerodynamic forces extract energy from the system, the system is damped. If they deliver 

energy to the system then, if the system can dissipate it, it will damp, but if the system 

cannot dissipate this energy, then the system may become unstable. This phenomenon 

will be explained in detail in the next section. The most famous flutter example was the 

Tacoma Narrows Bridge which collapsed in 1940 due to flutter under high-speed wind 

conditions [33]. 

Buffeting is a dynamic high-frequencies instability associated with a random 

forced vibration. Buffeting incidents are not so common as a result of the present 

development tendency towards cleaner designs. An example of buffeting could be the 

vortices shed in the wake of a wing which further impact the horizontal stabilizer, leading 

to an instability. 

 

4.2 Flutter 

In the present work, among all the aerodynamics instabilities explained before, 

the main focus will be set in flutter, which is usually the one that results in a catastrophic 

structural failure of an aircraft. As have been explained before, flutter is a dynamic 

instability caused by the interaction of the three different forces: aerodynamic, inertia and 
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elastic. Flutter could be defined as a self-excited and oscillatory aeroelastic instability in 

which the inherent modes of vibration of a flexible body combine with its aerodynamic 

forces to create oscillations that amplify themselves to trigger structural collapse. Further 

it will be assumed that flutter will not result in a structural failure, but it will indicate the 

onset of limit cycle oscillations with sustained amplitude of vibrations. 

 

 

Figure 4.2 Airfoil with flutter motion [34] 

 

In Figure 4.2, it can be observed the basic type of flutter in aircrafts. It starts with 

a little rotation of the airfoil, 𝑡 = 0. Then, due to the lift the airfoil rises until the torsional 

stiffness of the structure makes the airfoil to zero rotation, 𝑡 =
𝑇

4
. After that, due to the 

bending stiffness the airfoil begins to descend to its original position, but now nose down, 

𝑡 =
𝑇

2
. To reach 𝑡 =

3𝑇

4
, the same process as before is repeated but with the opposite 

direction, the airfoil plunges and the torsional stiffness of the structure makes it return to 

zero rotation. The same happens with the last step, due to the bending stiffness the airfoil 

begins to descend to its original position, but now nose up, 𝑡 = 𝑇.  

If an airfoil that is statically stable as it flies under its flutter velocity, is disturbed, 

the oscillatory motions will damp out in time. The problem is when an airfoil is statically 

unstable because is above its flutter velocity, so with a small disturbance on it, the 
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oscillatory motions will increase with exponentially amplitudes, until causing structural 

collapse. That is why in the present study is crucial to calculate the flutter boundaries, 

which is going to be explained in chapter 4.4 Flutter analysis. 

 

4.3 Solving methods 

When calculating flutter there are some methods that researchers usually use. 

While some of them only serve to obtain qualitative results, as they need to apply simple 

hypotheses, other methods can really get quantitative results. In this part the most 

standardized ones will be explained. 

4.3.1 The p method 

This is one of the oldest methods to determine the flutter boundaries from the 

complex roots. The letter p refers to the reduced eigenvalue which is a dimensionless 

parameter 𝑝 =
𝑏𝑣

𝑈
. This method is usually used to understand flutter with simple airfoil 

configurations. However, the p method is not so accurate when calculating exact values, 

compared to experimental results. An example of this method is developed in chapter 

4.4.2 Steady flow analysis, where the steady-flow theory is applied. Nevertheless, since 

there is no steady-flow case of flutter in reality, it is needed to introduce other methods 

to this study. 

4.3.2 The k method 

The k method is one of the most used methods in the industry. This method 

permits us to obtain flutter results in less time due to its computational agility. This 

method uses similar equations to the p method, but it introduces structural damping. It is 

important to mention that this structural damping does not exist in the plate, it is 

artificially introduced to produce the searched motion. The letter k refers to the reduced 
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frequency 𝑘 =
𝑏𝜔

𝑈
. In the present work, the reduced frequency is used extensively in the 

Theodorsen’s Unsteady Thin-Airfoil Theory, and its function, see Figure 4.3.  

 

 

Figure 4.3 Theodorsen function [35] 

 

Theodorsen developed the lift and pitching moment for a flat plate, with simple 

harmonic oscillations and incompressible flow: 

 𝐿 = 2𝜋𝜌∞𝑈𝑏𝐶(𝑘) [ℎ̇ + 𝑈𝜃 + 𝑏 (
1

2
− 𝑎) 𝜃̇] + 𝜋𝜌∞𝑏2(ℎ̈ + 𝑈𝜃̇ − 𝑏𝑎𝜃̈) ( 4.1 ) 

 𝑀𝑄 = −𝜋𝜌∞𝑏3 [
1

2
ℎ̈ + 𝑈𝜃̇ + 𝑏 (

1

8
−

𝑎

2
) 𝜃̈] ( 4.2 ) 

where 𝐶(𝑘) is the Theodorsen function  

 𝐶(𝑘) =
𝐻1

(2)(𝑘)

𝐻1
(2)(𝑘) + 𝑖𝐻0

(2)(𝑘)
= 𝐹(𝑘) + 𝑖𝐺(𝑘) ( 4.3 ) 

where 𝐻𝑛
(2)

(𝑘) are second order Hankel functions, 𝐹(𝑘) is the real part and 𝐺(𝑘) is the 

imaginary part of the Theodorsen function. There will be an example of the k method in 

4.4.3 Unsteady flow analysis where these functions of lift and moment will be applied. 
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4.3.3 The p-k method 

There are other methods that calculate flutter with more precision than the two 

studied methods explained above. The limitations of the p method are that only the 

simplest models can be studied with it, as it needs some assumptions. On the other hand, 

the k method stands out by its speed, but is not precise enough. 

The following study introduced the p-k method [36]. This method is the 

combination of mixing the p and k methods to obtain more precise values of the flutter 

damping and frequency. The p-k method introduces a new complex eigenvalue 𝑝 = 𝛾𝑘 ±

𝑖𝑘, where 𝛾 is the rate of decay and 𝑘 is the reduced frequency. 

In summary, researchers still use the three methods explained above. The most 

used one could be the k method due to its simplicity and speed of code. However, when 

precision is needed, the p-k method is the best out of the three. The p method is rarely 

used due to its viability. This study of  makes a comparation between the three methods 

[37]. 

  

4.4 Flutter analysis. Verification. 

In this part, the model used to estimate flutter velocity of an airfoil will be 

explained. Then, results will be presented which verified the corresponding code with a 

couple of previous studies. Firstly, the model geometry is shown in Figure 4.4. The shown 

airfoil is assumed to be the cross section of a spring restrained, two-dimensional, and 

rigid-wing plate, mounted on a wind tunnel section. 
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Figure 4.4 Schematic geometry [38] 

 

4.4.1 General equations 

The first steps of the section 4.4 Flutter analysis, are understanding Figure 4.4, 

defining its parameters and developing the general equations to solve the aeroelastic 

flutter problem.  

The main points of interest of this schematic airfoil are the quarter chord point (Q, 

that in subsonic and with the thin-airfoil theory is also the aerodynamic center), the center 

of gravity point (C), the elastic axis point (P, the point of reference), and the three quarters 

chord point (T). It can be observed that it has two degrees of freedom: plunge (h) and 

pitch (θ). In addition, it is needed to assume that the angles tend to be very small.  

Let us start defining some parameters of the airfoil. The model has a determined 

mass, 𝑚, and chord length, 𝑐 = 2𝑏. The two dimensionless parameters are used to 

calculate the distance from the leading edge to the center of gravity (𝑒), and to the elastic 

axis (𝑎). Also, it is helpful to define the dimensionless distance between the center of 

gravity and the reference point as 𝑥𝜃 = 𝑒 − 𝑎. The two springs represent the rigid pitching 

and plunging with its correspondent spring constants 𝑘𝜃 and 𝑘ℎ, respectively. The 
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moments of inertia around the center of gravity, and around the reference point are 𝐼𝐶 and 

𝐼𝑃, being 𝐼𝑃 = 𝐼𝐶 + 𝑚𝑏2𝑥𝜃
2. 

The first step is to calculate the kinetical and potential energy, as well as the 

generalized forces. The aim is that after these equations, we will be able to solve the 

Lagrange’s equations of motion [39]. 

In the next equations, it can be seen how to determine the velocities of the elastic 

axis, the center of gravity, and the quarter-chord points, respectively.  

 𝑣𝑃 = −ℎ̇𝑦̂1 ( 4.4 ) 

 𝑣𝐶 = −ℎ̇𝑦̂1 + 𝜃̇𝑏(𝑎 − 𝑒)𝑦̂2 ( 4.5 ) 

 𝑣𝑄 = −ℎ̇𝑦̂1 + 𝜃̇𝑏 (𝑎 +
1

2
) 𝑦̂2 ( 4.6 ) 

Kinetic energy can be calculated as 

 𝐾 =
1

2
𝑚𝑣𝐶

2 +
1

2
𝐼𝐶𝜃̇2 =

1

2
(𝐼𝑃𝜃̇2 + 𝑚ℎ̇2 + 2𝑏𝑥𝜃ℎ̇𝜃̇) ( 4.7 ) 

Deducing the potential energy is easier 

 𝑃 =
1

2
(𝑘𝜃𝜃2 + 𝑘ℎℎ2) ( 4.8 ) 

Once determined kinetic and potential energy, it is needed to obtain the 

generalized forces. Looking to the velocity on the quarter-chord point ( 4.6 ), the virtual 

displacement of point Q can be deduced as 

 𝜕𝑍𝑄 = −𝜕ℎ𝑦̂1 + 𝜕𝜃𝑏 (𝑎 +
1

2
) 𝑦̂2 ( 4.9 ) 

So, the virtual work of the aerodynamic forces, for a static equilibrium, is 
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𝜕𝑊̅̅ ̅̅̅ = ∑𝐹𝑖
⃗⃗ 

𝑚

𝑖=1

𝜕𝑢𝑖⃗⃗  ⃗ + ∑𝑀𝑗
⃗⃗ ⃗⃗ 

𝑛

𝑗=1

𝜕𝜃𝑗  

= [−𝜕ℎ + 𝜕𝜃𝑏 (𝑎 +
1

2
)] 𝐿 + 𝑀𝑄𝜕𝜃 

( 4.10 ) 

and the two forces are 

 𝑄ℎ = −𝐿 ( 4.11 ) 

 𝑄𝜃 = 𝑏 (𝑎 +
1

2
) 𝐿 + 𝑀𝑄 ( 4.12 ) 

To obtain Lagrange’s equation, we need first to define the Lagrangian as a 

function of generalized coordinates and velocities 

 𝐿𝑔 = 𝐿𝑔(ℎ, 𝜃, ℎ̇, 𝜃̇) = 𝐾 − 𝑃 ( 4.13 ) 

 𝑄𝑗 =
𝑑

𝑑𝑡
(
𝜕𝐿𝑔

𝜕𝑞̇𝑗
) −

𝜕𝐿𝑔

𝜕𝑞𝑗
 ( 4.14 ) 

As the kinetic energy depends on velocities and potential energy depends on positions, 

equation ( 4.14 ) becomes 

 𝑄𝑗 =
𝑑

𝑑𝑡
(
𝜕𝐾

𝜕𝑞̇𝑗
) −

𝜕𝑃

𝜕𝑞𝑗
 ( 4.15 ) 

In this case, 𝑗 takes only the values of 1 and 2 representing ℎ and 𝜃. So finally, the 

equations of motion are: 

 𝑚ℎ̈ + 𝑚𝑏𝑥𝜃𝜃̈ + 𝑘ℎℎ = −𝐿 ( 4.16 ) 

 𝐼𝑃𝜃̈ + 𝑚𝑏𝑥𝜃ℎ̈ + 𝑘𝜃𝜃 = 𝑀 = 𝑏 (𝑎 +
1

2
) 𝐿 + 𝑀𝑄 ( 4.17 ) 

It is important to take into account that these equations are in the time domain, and in 

order to solve them, it is necessary to transform them into the frequency domain with the 

simple harmonic motion characteristic polynomials 
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ℎ(𝑡) = ℎ̅𝑒𝑖𝜔𝑡 

𝜃(𝑡) = 𝜃̅𝑒𝑖𝜔𝑡 
( 4.18 ) 

where 𝜔 is the frequency of the motion. Their derivatives are 

 

ℎ̇(𝑡) = 𝑖𝜔𝑒𝑖𝜔𝑡ℎ̅,      ℎ̈(𝑡) = −𝜔2𝑒𝑖𝜔𝑡ℎ̅ 

𝜃̇(𝑡) = 𝑖𝜔𝑒𝑖𝜔𝑡𝜃̅,      𝜃̈(𝑡) = −𝜔2𝑒𝑖𝜔𝑡𝜃̅ 

( 4.19 ) 

 

4.4.2 Steady flow analysis 

In this part, the p method is going to be used as explained before in 4.3 Solving 

methods. The considered model is going to be an airfoil similar to the one shown to Figure 

4.4, but with some simplifications. It is going to be based on the steady-flow and 

thin-airfoil theories, where the lift coefficient is 𝐶𝐿 = 2𝜋𝜃, and subsequently  

 
𝐿 =

1

2
𝐶𝐿𝜌∞𝐴𝑈2 = 2𝜋𝜃𝜌∞𝑏𝑈2 

𝑀𝑄 = 0 

( 4.20 ) 

Here, 𝜌∞ is the density of air and 𝑈 is the airflow speed. Substituting these values in the 

previous equations of motion ( 4.16 ) and ( 4.17 ) 

 𝑚ℎ̈ + 𝑚𝑏𝑥𝜃𝜃̈ + 𝑘ℎℎ = −2𝜋𝜃𝜌∞𝑏𝑈2 ( 4.21 ) 

 𝐼𝑃𝜃̈ + 𝑚𝑏𝑥𝜃ℎ̈ + 𝑘𝜃𝜃 = 𝑏 (𝑎 +
1

2
) (2𝜋𝜃𝜌∞𝑏𝑈2) ( 4.22 ) 

For the next steps it is needed to substitute the time domain variables to the 

frequency domain, with harmonic solutions as explained at the end of 4.4.1 General 

equations. In this case, ℎ =  ℎ̅𝑒𝑣𝑡 and 𝜃 = 𝜃̅𝑒𝑣𝑡, where 𝑣 =
𝑝𝑈

𝑏
 and 𝑝 is the complex 

eigenvalue 

 𝑣2𝑚ℎ̅ + 𝑣2𝑚𝑏𝑥𝜃𝜃̅ + 𝑘ℎℎ̅ = −2𝜋𝜌∞𝑏𝑈2𝜃̅ ( 4.23 ) 
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 𝑣2𝐼𝑃𝜃̅ + 𝑣2𝑚𝑏𝑥𝜃ℎ̅ + 𝑘𝜃𝜃̅ = 𝑏 (𝑎 +
1

2
) (2𝜋𝜌∞𝑏𝑈2)𝜃̅ ( 4.24 ) 

To simplify the equations, it is convenient to define the uncoupled natural pitch and 

plunge frequencies, corresponding to the two springs 

 

𝜔ℎ = √
𝑘ℎ

𝑚
 

𝜔𝜃 = √
𝑘𝜃

𝐼𝑃
 

( 4.25 ) 

In addition, let us introduce some dimensionless parameters, so the equations will become 

easier  

 

𝜎 =
𝜔ℎ

𝜔𝜃
 

𝜇 =
𝑚

𝜋𝜌∞𝑏2
 

𝑟 = √
𝐼𝑃

𝑚𝑏2
 

𝑉 =
𝑈

𝑏𝜔𝜃
 

( 4.26 ) 

Observing above,  𝜎 is the ratio of the frequencies explained above, 𝜇 is the ratio of mass, 

𝑟 is the radius of gyration about point P, and 𝑉 is the dimensionless velocity of the airflow, 

also called reduced velocity. Substituting all these values above into equations ( 4.23 ) 

and ( 4.24 ), and taking the terms to the left hand side (LHS) 

 (
𝑏2𝑣2

𝑈2
+

𝜎2

𝑉2
)

ℎ̅

𝑏
+ (

𝑏2𝑣2𝑥𝜃

𝑈2
+

2

𝜇
) 𝜃̅ = 0 ( 4.27 ) 

 
𝑏2𝑣2𝑥𝜃

𝑈2

ℎ̅

𝑏
+ [

𝑏2𝑟2𝑣2

𝑈2
+

𝑟2

𝑉2
−

2

𝜇
(𝑎 +

1

2
)] 𝜃̅ = 0 ( 4.28 ) 
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It is very intuitive that the last step needed is to substitute the dimensionless complex 

eigenvalue 𝑝 =
𝑏𝑣

𝑈
 , as for this analysis we are using the p method. 

 

[
 
 
 
 𝑝2 +

𝜎2

𝑉2
𝑝2𝑥𝜃 +

2

𝜇

𝑝2𝑥𝜃 𝑟2 (𝑝2 +
1

𝑉2
) −

1

𝜇
(𝑎 +

1

2
)
]
 
 
 
 

{
ℎ̅

𝑏
𝜃̅

} = {
0
0
} ( 4.29 ) 

Finally, the equation ( 4.29 ) obtained above is called Flutter matrix. Two different 

approaches can be used to solve these equations: treating them as an eigenvalue problem, 

or simpler, setting the flutter determinant equal to zero. For this study, flutter determinant 

solving option is easier and faster, as the airfoil is a simple model.  

Once solved, four complex solutions will be obtained. Furthermore, as two of 

these roots are the conjugates of the other two, in a practical way, there will be only two 

solutions with the following form 

 𝑝1,2 =
𝑏𝑣1,2

𝑈
=

𝑏

𝑈
(Γ1,2 ± iΩ1,2) ( 4.30 ) 

As it is more interesting that these eigenvalues are tied to the plunge frequency, instead 

of the airspeed, they can be multiplied by the reduced velocity 

 𝑉𝑝1,2 =
𝑏

𝑈
(Γ1,2 ± Ω1,2)

𝑈

𝑏𝜔𝜃
=

Γ1,2

𝜔𝜃
± 𝑖

Ω1,2

𝜔𝜃
 ( 4.31 ) 

 

The two roots can be clearly divided into two parts. The real one is the modal 

damping, Γ, and the imaginary part is the modal frequency, Ω. Sometimes modal damping 

is called 𝑔, so the graphic between the reduced velocity and modal damping is called V-g 

plot. The most important concept of this chapter is how to calculate flutter velocity, and 

it is going to be done by studying these roots. Firstly, modal damping is considered, as 

flutter will begin when one of the roots becomes positive. When flutter occurs, regarding 
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the modal frequency, it can be checked that the two frequencies of plunge and pitch will 

coalesce, which will result in a couple mode of oscillations. Based on that, flutter velocity 

can be found when the modal damping is equal to zero. 

Now, setting all these equations into matlab, a new code has been created to 

calculate flutter velocity and plot the modal damping and frequency against the reduced 

velocity. To verify the code, it has been compared to an example in [38] with the inputs: 

𝑎 = −0.2, 𝑒 = −0.1, 𝜇 = 20, 𝑟2 =
6

25
, 𝜎 =

2

5
 , as can be seen in the following figures.  

 

 

Figure 4.5 Steady modal damping vs V [38] 

 

Figure 4.6 Steady modal damping vs V with the study code 
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Figure 4.7 Steady modal frequency vs V [38] 

 

 

Figure 4.8 Steady modal frequency vs V with the new code 

 

Comparing Hodges book results with those obtained with the new matlab code, it 

is easy to confirm that the results are very similar. Observing the modal damping in Figure 

4.6, it can be figured out that the flutter reduced velocity in the new code is 𝑉𝐹 = 1.84, 

almost the same as the Hodges book one is 𝑉𝐹 = 1.843. That velocity is obtained when 

one of the roots of the modal damping becomes positive. At this moment, it can be also 

seen in Figure 4.8 that both modal frequencies from pitching and plunge coalesce. Again, 

equivalent results are obtained between the new code and Hodges book one, with a flutter 

modal frequency of  
Ω𝐹

𝜔𝜃
= ±0.55. Also, it can also be seen that the reduced divergence 
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velocity would be around 𝑉𝑑𝑖𝑣 = 2.83, obtained when the modal frequency is zero. With 

this configuration, it is correct that 𝑉𝐹 < 𝑉𝑑𝑖𝑣. 

Finally, it can be seen in these figures the deficiencies of the p method and the 

steady-flow theory. Comparing them to reality, it is impossible for modal damping to be 

zero before flutter speed. Also, this method incorrectly predicts the two modal damping 

values to be of the same value at the point of flutter. However, the p method is very useful 

to better understand flutter and its qualitative results. A study with more precise results 

will be developed in the next section 4.4.3 Unsteady flow analysis.  

 

4.4.3 Unsteady flow analysis 

As it has been explained in the last section, there are not many precise results 

studying flutter and considering the flow to be steady. For that reason, in this section, a 

two-dimension airfoil will be studied under unsteady flow. The airfoil has two degrees of 

freedom, pitch and plunge, and its geometry is the same as in Figure 4.4. In this case, the 

k method will be used, as well as Theodorsen’s Unsteady Thin-Airfoil Theory. 

Firstly, it is needed to recall equations of motion ( 4.16 ) and ( 4.17 ). As explained 

in chapter 4.3.2 The k method, it is needed to change them, introducing the structural 

damping 

 𝑚ℎ̈ + 𝑚𝑏𝑥𝜃𝜃̈ + 𝑘ℎℎ − 𝐷ℎ = −𝐿 ( 4.32 ) 

 𝐼𝑃𝜃̈ + 𝑚𝑏𝑥𝜃ℎ̈ + 𝑘𝜃𝜃 − 𝐷𝜃 = 𝑀 = 𝑏 (𝑎 +
1

2
) 𝐿 + 𝑀𝑄 ( 4.33 ) 

where 𝐷𝜃 and 𝐷ℎ are the dissipative structural damping  

 𝐷ℎ = −𝑖𝜔ℎ
2𝑔ℎ𝑚ℎ̅𝑒𝑖𝜔𝑡 ( 4.34 ) 
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 𝐷𝜃 = −𝑖𝜔𝜃
2𝑔𝜃𝐼𝑃𝜃̅𝑒𝑖𝜔𝑡 ( 4.35 ) 

and where 𝑔ℎ and 𝑔𝜃 are the damping coefficients. These coefficients are assumed to be 

very small. In this study, as these coefficients are unknown, we additionally assume that 

they are the same, introducing the simplification 𝑔ℎ ≈ 𝑔𝜃 ≈ 𝑔. 

At this point, while in the steady flow analysis the equations of motion were 

simpler, in this analysis it is easier working with their left hand sides (LHS) and right 

hand sides (RHS) separately. 

 Looking only to the RHS of the equations, the next step is assuming simple 

harmonic motion, and develop Theodorsen’s equations, ( 4.1 ) and ( 4.2 ), with the 

characteristic polynomials and derivatives ( 4.18 ) and ( 4.19 ). In this step the equations 

will also be nondimensionalized 

 

𝐿̅𝑅𝐻𝑆

𝑚𝑏
=

2𝜋𝜌∞𝑈

𝑚
𝐶(𝑘) [𝑖𝜔ℎ̅ + (𝑈 + 𝑖𝑏𝜔 (

1

2
− 𝑎)) 𝜃̅]

+
𝜋𝜌∞𝑏

𝑚
[−𝜔2ℎ̅ + (𝑖𝜔𝑈 + 𝜔2𝑎𝑏)𝜃̅] 

( 4.36 ) 

 

 

𝑀̅𝑅𝐻𝑆

𝑚𝑏2
=

𝜋𝜌∞

𝑚
[−𝜔2𝑎𝑏ℎ̅ + (𝜔2𝑏2 (

1

8
+ 𝑎2) − 𝑖𝜔𝑏𝑈 (

1

2
− 𝑎)) 𝜃̅

+ 2𝑈 (𝑎 +
1

2
) 𝐶(𝑘) (𝑖𝜔ℎ̅ + (𝑈 + 𝑖𝜔𝑏 (

1

2
− 𝑎)) 𝜃̅)] 

 

( 4.37 ) 

The same procedure is repeated simultaneously for the LHS 

 
𝐿̅𝐿𝐻𝑆

𝑚𝑏
= (

𝜔2

𝑏
−

𝜔ℎ
2

𝑏
−

𝑖𝜔ℎ
2𝑔

𝑏
) ℎ̅ + 𝜔2𝑥𝜃𝜃̅ ( 4.38 ) 

 
𝑀̅𝐿𝐻𝑆

𝑚𝑏2
=

𝜔2𝑥𝜃

𝑏
ℎ̅ +

𝐼𝑃
𝑚𝑏2

(𝜔2 − 𝜔𝜃
2 − 𝑖𝜔𝜃

2𝑔)𝜃̅ ( 4.39 ) 
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Once developed LHS and RHS of the equations of motion, both sides are 

equalized and simplified using the dimensionless formulas ( 4.26 ), as well as the reduced 

frequency, 𝑘 =
𝑏𝜔

𝑈
 

 [𝜇 (1 − 𝜎2 (
𝜔𝜃

2

𝜔2
) (1 + 𝑖𝑔)) + 𝑇𝑙ℎ]

ℎ̅

𝑏
+ [𝜇𝑥𝜃 + 𝑇𝑙𝜃]𝜃̅ = 0 ( 4.40 ) 

 

 

[𝜇𝑥𝜃 + 𝑇𝑚ℎ]
ℎ̅

𝑏
+ [𝜇𝑟2 (1 − (

𝜔𝜃
2

𝜔2
) (1 + 𝑖𝑔)) + 𝑇𝑚𝜃] 𝜃̅ = 0 

( 4.41 ) 

where 𝑇𝑙ℎ, 𝑇𝑙𝜃, 𝑇𝑚ℎ, and 𝑇𝑚𝜃 are the complex functions which represents the 

Theodorsen’s dimensionless aerodynamic lift and moment 

 𝑇𝑙ℎ = [1 − 𝑖2
1

𝑘
𝐶(𝑘)] ( 4.42 ) 

 𝑇𝑙𝜃 = [−2
1

𝑘
𝐶(𝑘) (

1

𝑘
+ 𝑖 (

1

2
− 𝑎)) − 𝑖

1

𝑘
− 𝑎] ( 4.43 ) 

 𝑇𝑚ℎ = [−𝑎 + 𝑖2
1

𝑘
(
1

2
+ 𝑎)𝐶(𝑘)] ( 4.44 ) 

 

𝑇𝑚𝜃 = [−𝑖
1

𝑘
(
1

2
− 𝑎) +

1

8
+ 𝑎2

+ 2
1

𝑘
(
1

2
+ 𝑎)𝐶(𝑘) (

1

𝑘
+ 𝑖 (

1

2
− 𝑎))] 

( 4.45 ) 

Finally, equations ( 4.40 ) and ( 4.41 ) can be also written as a matrix form, so the 

flutter determinant is obtained as has been done for the steady analysis 

 [
𝜇(1 − 𝜎2𝑍) + 𝑇𝑙ℎ 𝜇𝑥𝜃 + 𝑇𝑙𝜃

𝜇𝑥𝜃 + 𝑇𝑚ℎ 𝜇𝑟2(1 − 𝑍) + 𝑇𝑚𝜃

] {
ℎ̅

𝑏
𝜃̅

} = {
0
0
} ( 4.46 ) 

where 𝑍 = (
𝜔𝜃

2

𝜔2
) (1 + 𝑖𝑔) is the complex eigenvalue to be calculated.  
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 Once the flutter determinant is obtained, there are two different approaches to 

solve it: setting the flutter determinant equal to zero, or to solve the corresponding 

eigenvalue problem. Due to its simplicity and speed, the first method is chosen for this 

analysis. 

At this point, there is a problem, there are more unknowns than equations. The 

unknowns are the frequency 𝜔, the ratio of mass 𝜇, Mach number 𝑀∞,and the speed 𝑈. 

The only equation is the flutter determinant equalized to zero, but as it is a complex 

number, it represents two equations because both its real and imaginary parts must be 

zero. For this reason, it is needed to follow an iteration process, as shown in the following 

flow diagram in Figure 4.9.  

 

 

Figure 4.9 Solving procedure flow diagram 

  

Firstly, it is needed to fix the Mach number 𝑀∞. Also, to fix the ratio of mass 𝜇, 

it is needed to state an altitude. Then, proceed the k-iteration to obtain 𝑘𝐹 when flutter 

occurs. For this process, it is needed to iterate the flutter determinant for values of 𝑘 (from 



 

44 

 

0.001 to 1 approximately), until one of the roots of the modal damping is zero. At that 

point,  𝑘𝐹 and 𝜔𝐹 are obtained, and flutter velocity is calculated as 𝑈𝐹 =
𝑏𝜔𝐹

𝑘𝐹
 . Afterwards, 

the Mach number at flutter is calculated as 𝑀∞𝐹 =
𝑈𝐹

𝑎∞
, and compared to the Mach number 

guessed in the first step. If they are not the same, it is needed to repeat the steps at another 

altitude. Finally, when the Mach number coincides between each other, the values of  𝑘𝐹, 

𝜔𝐹, 𝑈𝐹, and 𝜇 are valid for that Mach number. The same procedure is repeated for 

different Mach numbers. 

Once solved, the solutions would be of the form where 𝑍 = (
𝜔𝜃

2

𝜔2) (1 + 𝑖𝑔), where 

the real part would be the modal frequency, Ω, and the imaginary part would be the modal 

damping, Γ. As has been already said, the key concept of this chapter is how to calculate 

flutter velocity, and it is going to be done by studying these roots. Again, when one of the 

two roots of the modal damping becomes positive, flutter will begin, with the value of the 

modal frequency for this velocity. In conclusion, flutter velocity is found when the modal 

damping is equal to zero. 

Now, setting all these equations into matlab, a new code has been created to 

calculate flutter velocity and plot the modal damping and frequency against the reduced 

velocity. To verify the code, it has been compared to an example in [38] with the inputs: 

𝑎 = −0.2, 𝑒 = −0.1, 𝜇 = 20, 𝑟2 =
6

25
, 𝜎 =

2

5
 , as can be seen in the following figures.  
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Figure 4.10 Unsteady modal damping vs V [38] 

 

 

Figure 4.11 Unsteady modal damping vs V with the new code 

 

Figure 4.12 Unsteady modal frequency vs V [38] 
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Figure 4.13 Unsteady modal frequency vs V with the new code 

 

Looking at the results obtained with the new matlab code, and comparing with 

those in Hodge’s book, it is easy to confirm that the results are very similar. Observing 

the modal damping Figure 4.10 and Figure 4.11, it can be figured out that the flutter 

reduced velocity is approximately 𝑉𝐹 = 2.18. That velocity is obtained when one of the 

roots of the modal damping becomes positive. At this moment, it can be also seen in 

Figure 4.12 and Figure 4.13, that both modal frequencies from pitching and plunge tends 

to coalesce.  

As a final verification of my new code, the results of my new code are compared 

to the ones obtained in [19]. The inputs are the following: 𝑎 = −0.159, 𝑒 = 0, 𝜇 =

1170.3, 𝑟2 = 0.5, 𝜎 = 0.783. The airfoil geometry of Amandolese work can be seen in 

Figure 4.14. It can be observed that the airfoil is similar to the one I have studied but 

differs on the distances. Verifying my codes to this work means that the codes I have 

created are suitable for every generic airfoil geometry problem. 
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Figure 4.14 Amandolese airfoil geometry [19]  

 

 

Figure 4.15 Unsteady modal damping vs V [19] 

 

 

Figure 4.16 Unsteady modal damping vs V with my code 
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Figure 4.17 Unsteady modal frequency vs V [19] 

 

 

Figure 4.18 Unsteady modal frequency vs V with my code 

 

Looking at the results obtained with my new code and comparing them with those 

obtained by Amandolese, it can be seen that are very similar. Observing modal damping 

Figure 4.15 and Figure 4.16, it can be figured out that flutter velocity is approximately 

𝑉𝐹 = 9.8. At this point, looking to Figure 4.17 and Figure 4.18, it can be seen again that 

both frequencies tend to coalesce. Flutter velocity appears when one of the two roots of 

the modal damping becomes positive. With those results previously exposed, it can be 

concluded that my code is finally verified. 
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In conclusion, during this chapter, the flutter analysis has been explained. Then, 

general equations of motion and aerodynamic theories have been stated to calculate flutter 

velocity for an airfoil. After that, two different MATLAB codes have been created to 

evaluate the flutter velocity of an airfoil for steady and unsteady flow. Finally, both of the 

codes have been verified with previous studies. That verification implies that the codes I 

have created during this work are valid for generics problems. 
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5. PARAMETER VERIFICATION AND OPTIMIZATION   

In the field of power generation using piezoelectric materials, there is an abundant 

literature that has focused on developing models for energy harvesting from structural 

vibrations, cited in chapter LITERATURE REVIEW. These works have demonstrated 

the feasibility of using piezoelectric materials to convert mechanical energy from 

vibrations into electrical energy, offering innovative solutions for applications in aircraft 

and other systems. However, despite these significant advances, there is a notable lack of 

studies that focus on the optimization of parameters that directly affect power generation 

efficiency.  

Most existing work is limited to describing how piezoelectric materials can 

harvest energy from vibrations without considering how to optimize aerodynamic and 

structural parameters to maximize this energy harvesting. The goal of this work is to 

investigate the optimum values of the system parameters that will decrease the flutter 

velocity. In context of energy harvesters that work on the mechanism of generating energy 

due to onset of flutter or LCO, this means that the energy harvesters will be able to operate 

at lower air flow speeds. 

For these reasons, this chapter will be one of the key parts of my thesis. The 

optimization code may be a game changer for the study of piezoelectric materials in 

aeroelastic beams. The optimization code will introduce a new way to measure the effect 

of the different parameters on the flutter velocity. The main advantage of using an 

optimization code is its low computational cost compared to other methods. 

In this study, flutter velocity will be minimized by a mathematical model that 

captures the relationship between the parameters, the variables, the constraints, and the 

objective function. Flutter velocity was selected because of their considerable influence 
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on the system dynamics, limit cycle oscillations (LCO) and their impact on the energy 

harvested. Reducing flutter velocity enables getting LCOs in lower air flow conditions. 

Concretely, four variables will be studied: ratio of mass 𝜇, the radius of gyration 

𝑟, and the dimensionless distances from the leading edge to the elastic axis and to the 

center of gravity, 𝑎 and 𝑒 respectively. Looking to Figure 5.1, it can be seen the design 

space of each variable. These graphs were obtained by varying only one parameter at a 

time, while keeping the other parameters constant. With that figure, it can be figured out 

the optimal value of each variable for minimum flutter velocity while keeping the rest of 

the variables constant. The objective in this last part of the thesis is to optimize all the 

variables at the same time to get the minimum flutter velocity. 

 

 

Figure 5.1 Design space of each variable against flutter velocity 
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5.1 Optimization code 

As it has been explained in 1.4 Optimization models, there are a lot of 

optimization types. For this thesis, nonlinear optimization (NLP) has been chosen due its 

ability to solve complex and realistic problems with nonlinear relationships. Also, NLP 

offers flexibility and accuracy, and there are plenty of advanced tools available for its 

implementation. For this thesis, MATLAB’s fmincon function will be used. During these 

chapters, the main characteristics of fmincon will be explained, and then the optimization 

will be performed. 

 

5.1.1 Sensitivity analysis 

One of the steps needed to start the optimization code is the sensitivity analysis. 

Sensitivity analysis is a technique used to evaluate how changes in the input parameters 

of a model affect its optimal solution. In the context of nonlinear optimization using 

MATLAB's fmincon function, sensitivity analysis can provide valuable information 

about the robustness and stability of the optimal solution to variations in model variables 

and parameters. 

There are diverse ways to approach the sensitivity analysis: finite difference 

method, complex step, and discrete analytical method, to name a few. Since MATLAB’s 

fmincon function has been used, it is much easier to implement the finite difference 

method, which is the default sensitivity analysis method in the fmincon function 

implementation. 

Lagrange multipliers indicate how the objective function would change when 

relaxing or tightening the constraints, providing information about the sensitivity of the 
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solution to these constraints. During the optimization, fmincon calculates gradients and 

Lagrange multipliers, which are useful for sensitivity analysis. 

The finite difference method is a numerical technique for estimating the 

sensitivity of the optimal solution with respect to small perturbations in the variables or 

parameters. During the optimization, fmincon uses finite differences to calculate the 

numerical derivatives when analytical derivatives are not provided. This is the method 

that has been used for sensitivity analysis in this work. 

By varying parameters, analyzing Lagrange multipliers, performing 

perturbations, and using the finite difference method, a deeper insight into how optimal 

solutions respond to changes in problem conditions can be obtained. This analysis not 

only helps to verify optimization results, but also provides valuable information for 

decision making in the presence of uncertainty and variability. However, this area is 

beyond the context of the present work and may be something that could be investigated 

in future studies. 

 

5.1.2 Algorithms 

MATLAB’s fmincon function provides several algorithms to address diverse 

types of nonlinear optimization problems. Each optimization algorithm in fmincon has its 

own characteristics that make it suitable for distinct types of problems [40]. The choice 

of the correct algorithm depends on the nature of the specific problem, including the size 

of the problem, the nature of the constraints and the need for accuracy in the optimal 

solution. A brief description of these algorithms is presented below:  

Interior-point: The interior-point algorithm is a method that relies on successive 

approximation within the feasible set of the variables to find the optimal solution. This 
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algorithm is suitable for large and complex problems due to its ability to manage 

constraints efficiently. It manages large and nonlinear problems, and it can work with 

complex constraints, but it can be slower for smaller problems and requires a good initial 

approximation. 

Trust-Region-Reflective: This algorithm sets a confidence region around the 

current solution and solves subproblems within this region. It is ideal for tightly 

constrained problems, as it requires less memory, but it may be less efficient for problems 

with many nonlinear constraints. Also, it could be less robust for large problems. 

Active-Set: This is an iterative method that works on the subset of active 

constraints in each iteration. It is efficient for problems with a limited number of active 

constraints, as it provides accurate solutions for well-conditioned problems. Nevertheless, 

it may be inefficient for problems with many active constraints, so it is not suitable for 

very large problems. 

Sequential Quadratic Programming (SQP): This algorithm solves a series of 

quadratic programming subproblems to approximate the optimal solution of the original 

nonlinear problem. It is very efficient and robust due its excellent handling of equality 

and inequality constraints, but it needs more memory and computation time, so it may 

have convergence issues in highly nonlinear problems. 

Along this chapter, all of these algorithms mentioned above will be studied and 

compared between each other. The objective of doing that is finding the algorithm that 

best fits the problem stated. 
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5.1.3 Output function 

An Output Function is a user-defined custom function that is called by fmincon at 

each iteration of the optimization process [41]. This function is an advanced tool that 

allows to monitor and control the optimization process in MATLAB. Output functions 

are used to obtain detailed information about the status of the optimization at each 

iteration, perform real-time analysis, or even interrupt the optimization under certain 

conditions. It receives information about the current state of the optimization, including 

the current values of the variables, the objective function, the gradients, and other relevant 

data. From this information, the output function can perform additional calculations, 

record data of the optimization process. 

One of the pieces of information extracted from the output function is the first 

order optimality. First order optimality refers to the conditions that a point needs to satisfy 

to be considered optimal based on the first derivative or gradient of the objective function. 

Basically, first-order optimality is used to determine how close the current solution is to 

satisfy the optimality conditions. For unconstrained problems, this gradient should ideally 

be zero. For constrained problems, it should satisfy the KKT conditions. It is very useful 

for monitoring the optimization progress. During this study, the first order optimality will 

be used as a criterion for stopping the iterations, to make a more efficient converging. 

Another piece of information that can be obtained from the output function is the 

norm of step. The norm of step measures the size of the step taken by the variables during 

an iteration of the algorithm. It is useful for monitoring how the optimization is 

progressing. If the step size becomes very small, this may indicate that the algorithm is 

approaching an optimal point. In addition, it can be used as a criterion for stopping the 

optimization. If the step norm is smaller than a predefined threshold, the algorithm can 

be considered to have converged to an optimal solution.  
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Lastly, with the output function, a couple of valuable graphics can be plotted. The 

first one is the design space, which evaluates the objective function at different values of 

the variables to find the optimal solution. During this study, the design space will be 

represented by contour plots that are especially useful for visualizing the behavior of the 

objective function and verifying the optimization process. On the other hand, the iteration 

progress graphs are visual representations that show how the objective function changes 

at each iteration for every single algorithm. These graphs are useful for diagnosing the 

behavior of the algorithm, evaluating convergence, and understanding how it is 

approaching an optimal solution.  

 

5.2 One variable optimization 

 In this part, the MATLAB’s fmincon function will be developed with one 

variable. The fmincon function optimizes a parameter using the objective function, 

subjected to some constraints while varying some variables. 

The variable used in this part is the ratio of mass, 𝜇. Looking to equation ( 4.26 ), 

it can be seen that the ratio of mass depends on the mass, the density of the air or altitude, 

and the squared half length of the beam. For this reason, the study of flutter velocity 

depending on the ratio of mass is very important, as we can obtain better or worse results 

for aircraft flying in a small or high density air. 

To verify the optimization model, firstly, is needed to know the minimum value 

of the flutter velocity in a particular case. Then, this value will be compared to the one 

found with the optimization model. The example chosen to verify the code, was again 

from [38] with the following inputs: 𝑎 = −0.2, 𝑒 = −0.1, 𝑟2 =
6

25
, 𝜎 =

2

5
 . 
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For these values, the unsteady flow analysis has been run for different values of 

ratio of mass. 100 different values of the ratio of mass from 1 to 10 have been used to 

calculate flutter speed. That means that 100 iterations have been run to obtain that the 

minimum flutter speed is 𝑉𝐹 = 1.23 and its correspondent ratio of mass is 𝜇 = 3.05. It 

can be observed in Figure 5.2 a plot of the values of the flutter speed while varying the 

ratio of mass, while keeping other parameters constant. 

 

 

Figure 5.2 Variation of flutter speed depending on 𝜇 

 

Next, the optimization code was executed to obtain the optimum value of mu that 

gives the minimum flutter speed. It is expected that this result matches the result shown 

in Figure 5.2. In this case I have used the unsteady flow analysis code as the nonlinear 

objective function, with some variations. Also, an initial guess, upper and lower 

boundaries have been set up. Finally, an output function has been developed to record 

data of the optimization process. 
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After computing the optimization code for the three different algorithms, it can be 

clearly seen in Table 5-1that the three results of the flutter velocity and its correspondent 

optimal 𝜇 are very analogous. Also, they are similar to the values previously obtained 

without using the fmincon function, with the 100 iterations. These results can be verified 

comparing them to the minimum flutter velocity extracted from Figure 5.2. 

 

Table 5-1 Optimization characteristics of the different algorithms for 𝜇 

 Interior-point SQP Active set 
Variation of 

the variable 

Optimal 𝝁 3.06 3.06 3.06 3.05 

Optimal V_flutter 1.2271 1.2271 1.2271 1.23 

Number of iterations 10 9 4 100 

Time (minutes) 4 4 3 28 

First order optimality 9.75E-09 0 1.25E-04 N/A 

 

 

 

Figure 5.3 Optimization path of 𝜇 
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Looking to Figure 5.3, it can be observed that the optimization path followed by 

the interior point and the sqp algorithms are almost the same, while the one followed by 

the active set algorithm is slightly different. The iterations needed by each algorithm can 

also be observed.  

Also, we can compare these algorithms with their number of iterations and their 

first order optimality. Looking again to Table 5-1, it can be concluded that active set is 

the quickest algorithm, as it uses a smaller number of iterations. Also, it can be observed 

that the worst first order optimality value is obtained from the active set algorithm, as it 

is the highest value. On the other hand, the best value for first optimality is obtained from 

the sqp algorithm, as it is the lowest value, closer to zero. In addition, the first order 

optimality of the three algorithms is very close to zero, so it can be inferred that a correct 

optimization is reached for the three of them.  

 

Table 5-2 Optimization characteristics path for interior-point algorithm 

Iteration V_flutter First order optimality Norm of step 

0 1.2559 4.499E-02 N/A 

1 1.2536 4.376E-02 4.735E-02 

2 1.2427 3.622E-02 2.411E-01 

3 1.2358 5.492E-02 1.016E+00 

4 1.2292 1.818E-02 5.818E-01 

5 1.2273 6.438E-03 1.457E-01 

6 1.2270 1.396E-03 8.130E-02 

7 1.2270 4.868E-04 1.426E-02 

8 1.2270 9.818E-05 3.448E-03 

9 1.2270 1.009E-06 7.031E-04 

10 1.2270 9.758E-09 4.378E-06 
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However, using fmincon function, it is not necessary to reach that precision of 

first order optimality. It can be inferred from Table 5-1, that being conservative, once first 

order optimality reaches 10-3, there are no significant changes between the following 

iterations. For that reason, from now on, an optimality tolerance has been implemented 

to 10-3, so the code will be more efficient while not losing any significant precision. 

Moreover, it is also possible to check that the norm of step of these iterations is very 

small, as the flutter velocity does not significantly change. As an example, in this previous 

analysis, with the interior-point algorithm and being conservative, the optimization code 

would have stop at only 7 iterations instead of 10, as seen in Table 5-2. 

With this first study, it is easy to extract the main advantage of using the 

optimization code against iterating the unsteady flow problem 100 times: the computing 

cost. While it seems to be needed around 100 iterations to obtain an approximate value 

of the minimum flutter speed, only less than 10 iterations are needed with the optimization 

code using any of the three algorithms explained before, as observed in Table 5-1. Also, 

the difference of computational time can be observed. While performing a parametric 

variation takes almost half an hour, any of the three algorithms converges in less than five 

minutes. That means that the new code involves an 85% reduction of computational time. 

In conclusion, in this part of the thesis, the advantages of using an optimization 

code have been explained, as well as the optimization code using MATLAB’s fmincon 

function has been created and verified. In addition, it has been demonstrated that the 

algorithms are too precise. Constraining the first order optimality, the code is more 

efficient without losing precision. 
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5.3 Two variable optimization 

Once the one variable optimization code has been verified, in this part, a two 

variable optimization will be developed. Again, the example chosen to verify the code 

was [38] with the following inputs: 𝑎 = −0.2, 𝑒 = −0.1, 𝜇 = 20,  𝑟2 =
6

25
, 𝜎 =

2

5
 .  

In this part, there will be performed several optimization cases for different 

combinations of the variables. The three different algorithms explained in 5.1.2 

Algorithms will be compared for each case.  

Similarly to the one variable optimization, for the first step to verify the code is 

needed to know the minimum value of the flutter velocity in a particular case, and then 

compare this value to the one found with the optimization model. Since in this part there 

are two variables at the same time, if it were wanted the same accuracy of 100 different 

values of each variable as done with the one variable case, 10000 iterations would be 

needed. For that reason, in this part only 10 different values for each variable will be 

calculated, so 100 iterations in total will be done. 

 

5.3.1 Case 1: a and μ 

The variables used for this case are the ratio of mass, 𝜇, and the dimensionless 

distance from the leading edge to the elastic axis point, a. The design space of each 

variable independently can be seen in Figure 5.1. 
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Figure 5.4 Flutter velocity for 10 different values of 𝜇 and 𝑎 

 

Firstly, without using the fmincon function, 100 iterations for 10 different values 

of 𝜇 and a have been done. Looking to Figure 5.4, it can be figured out that the minimum 

flutter speed is reached at 𝑉𝐹 = 1.1812, with 𝜇 = 3.0078, and 𝑎 = −0.3333. 

 

Table 5-3 Optimization characteristics of the different algorithms for 𝜇 and a 

 
Interior-point SQP Active set 

Variation of 

the variables 

Optimal 𝝁 2.6506 2.6474 2.645 3.0078 

Optimal a -0.32401 -0.32436 -0.32442 -0.3333 

Optimal V_flutter 1.1732 1.1732 1.1732 1.1812 

Number of iterations 9 9 8 100 

Time (minutes) 9 8 7 26 

First order optimality 1.000E-03 9.012E-04 6.710E-04  N/A 

 

After computing the optimization code for the three different algorithms, it can be 

clearly seen that the three results are very similar, as seen in Table 5-3. These results, with 

the two variable optimization, begin to differ to the values previously obtained without 

using the fmincon code with the 100 iterations. The optimal value of 𝝁 has more than 

a 13% error and the flutter velocity has 1% error compared with those results 

obtained with fmincon code. These percentages of error can change depending on the 
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range of values chosen when performing the parametric variation. In this table there can 

be also observed the numbers of iterations and the amount of time taken by each 

algorithm. The reduction of time of any of the three algorithms compared to the 

parametric variation is significant, with a 70% reduction of computational time. 

The number of iterations of each algorithm and their first order optimality can be 

also compared with the two variables optimization. It can be concluded that active set is 

the quickest algorithm, as it uses a smaller number of iterations. In this case, as the first 

order optimality has been restricted to 10-3, the three algorithms stop when they get over 

that value. Finally, the results of the algorithms can be verified comparing them to the 

minimum flutter velocity extracted from Figure 5.6, the design space for the two 

variables. 

 

 

Figure 5.5 Optimization path of 𝜇 and 𝑎 

 

Looking to Figure 5.5, it can be observed that the optimization paths of the 

algorithms are very similar too. The velocity of flutter reduction can be observed, with 

a 25% decrease from the starting value. Apart from this figure, it is very intuitive to 
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see in a graphic how flutter velocity changes while varying the two parameters: 𝜇 and a. 

For that reason, a design space figure has been plotted, as seen in Figure 5.6. It can be 

observed that the minimum flutter speed is obtained around the bottom left corner of the 

graphic, with the darkest blue color. 

 

 

Figure 5.6 Design space for 𝜇 and a. The contour colors indicate values of V_flutter 

 

5.3.2 Case 2: r and e 

The variables used for this case are the radius of gyration of mass, 𝑟, and the 

dimensionless distance from the leading edge to the center of gravity, e.  

Firstly, without using the fmincon function, 100 iterations for 10 different values 

of 𝑟 and e have been done. Looking to Figure 5.7, it can be figured out that the minimum 

flutter speed is reached at 𝑉𝐹 = 1.7547, with 𝑟 = 0.4, and 𝑒 = −0.01111. 
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Figure 5.7 Flutter velocity for 10 different values of 𝑟 and 𝑒 

 

Table 5-4 Optimization characteristics of the different algorithms for 𝑟 and e 

 Interior-point SQP Active set 
Variation of 

the variables 

Optimal 𝒓 0.40007 0.4 0.4 0.4 

Optimal e 0.03198 0.03181 0.03185 -0.0111 

Optimal V_flutter 1.1743 1.1743 1.1743 1.7547 

Number of iterations 12 6 3 100 

Time (minutes) 10 6 4 25 

First order optimality 2.592E-04 2.683E-04 1.85E-01  N/A 

 

Comparing the results with those obtained with the optimization code for the three 

different algorithms, it can be clearly seen that the three optimized results are very similar, 

as seen in Table 5-4. These results differ again to the values previously obtained without 

using the fmincon code with the 100 iterations. The optimal value of the velocity of 

flutter has around a 50% error compared with the results obtained with fmincon 

code. That means that the flutter velocity is very sensitive to the value of e, so the 

parametric variation cannot give a result as accurate as the optimization process gives. 

That percentage depends on the range of values chosen for the parametric variation. In 

addition, it can be observed that active set is the quickest algorithm by far with only 3 

iterations. Also, looking to the time taken by the algorithms, it can be clearly observed 
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that a significant reduction of more than 70% of the computational time, compared 

to the parametric variation. The results of the algorithms can be verified comparing them 

to the minimum flutter velocity extracted from Figure 5.9, the design space for the two 

variables. 

In this case, it is curious that the active set algorithm has not stopped because of 

the first optimality order condition imposed before. It has stopped because the objective 

function was non-decreasing in feasible directions. On the other hand, the slowest 

algorithm this time was interior point. Finally, it can be seen again that the first order 

optimality of the other two algorithms is similar, as it was restricted to 10-3. 

 

 

Figure 5.8 Optimization path of 𝑟 and 𝑒 

 

Looking to Figure 5.8, the optimization paths of the algorithms can be observed. 

This time, there are more differences between the three algorithms: sqp and active set 

seems to be similar, but the interior-point algorithm takes a different path. In addition, 

the velocity of flutter reduction can be observed, with almost an 80% decrease from 

its starting value. Additionally, every algorithm converges at the same point. Thus, it 
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can be said that the form optimization setup is effective for the given situation and may 

also be used in more complex scenarios involving more than three design variables. 

Finally, the design space of the two variables can be seen in Figure 5.9. The 

graphic represents how flutter velocity changes while varying the two parameters: 𝑟 and 

e. This graphic is very intuitive, and it can be observed that the minimum flutter speed is 

obtained around the middle left part of the graphic, with the darkest blue color. 

 

 

Figure 5.9 Design space for 𝑟 and e. The contour colors indicate values of V_flutter 

 

In summary, with these couple of cases of two variables optimization some 

conclusions can be extracted. Firstly, it is needed to remark the importance of doing an 

optimization process instead of trying to guess the optimal values with thousands of 

iterations. It has been demonstrated that for the three algorithms, the optimization code 

takes only around 10 iterations to extract the optimal value, while guessing the values for 

two variables takes at least 100 iterations. In time values, the codes decrease the 

computational time by about a 70%. Also, the optimization codes have demonstrated 
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much more precision than just iterating to guess the values, even though taking 10 times 

less iterations. In addition, it has been seen that the three algorithms follow a similar 

optimization progress path. Finally, the results have been verified with a design space 

plot, where it has been possible to see that the minimum flutter velocity obtained matched 

with the values of the two variables. 

 

5.4 Four variable optimization 

Another version of the fmincon MATLAB code has been created to optimize the 

four variables at the same time to get the minimum velocity of flutter. Four variables will 

be studied: ratio of mass 𝜇, the radius of gyration 𝑟, and the dimensionless distances from 

the leading edge to the elastic axis and to the center of gravity, 𝑎 and 𝑒 respectively. The 

input this time is only the ratio of uncoupled frequencies:   𝜎 =
2

5
 .  

Similarly to the preceding optimizations, the objective function used is based on 

the flutter analysis done through previous chapters. An output function has been 

implemented for monitoring the information through each iteration. The upper and lower 

boundaries chosen for the variables can be observed in Table 5-5. 

 

Table 5-5 Variables boundaries 

𝒂 𝝁 𝒓 𝒆 

−0.5 ≤ 𝑎 ≤ 0.1 1 ≤ 𝜇 ≤ 10 0.4 ≤ 𝑟 ≤ 1 −0.5 ≤ 𝑒 ≤ 0 

 

The first step would be giving different values to the variables to get a first 

approximation without using the fmincon function MATLAB code. However, this time 

is not feasible. For the one variable optimization, 100 different values were giving to the 
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variable, obtaining 100 different values of the flutter velocity. For the two variable 

optimization, to obtain these 100 different values of the flutter velocity, only 10 different 

values were given to the variables, so the results were less precise. For this case, a four 

variables optimization, to obtain around 100 values of the flutter velocity, it is needed to 

only give 3 different values to the variables, so the precision would be null. On the other 

hand, to have better precision and give at least 10 different values to the variables, 10000 

iterations would be needed, so that it would last some days with the current computational 

resource that is being used for this work, which is not practicable. Because of that 

expensive computational cost explained above, for this case, there would not be a table 

with the values of flutter velocity depending on the variables.  

 

Table 5-6 Optimization characteristics of the different algorithms for a, 𝜇, r, and e 

  Interior-point SQP Active set 

Optimal a -0.19479 -0.19467 -0.19463 

Optimal 𝝁 2.4274 2.4268 2.4263 

Optimal r 0.40003 0.4 0.4 

Optimal e 0.000028 0 0 

Optimal V_flutter 0.89369 0.89361 0.89361 

Number of iterations 16 12 14 

Time (minutes) 22 18 20 

First order optimality 1.956E-04 8.465E-04 2.030E-04  

 

After running the fmincon MATLAB code for the three different algorithms, it 

can be clearly seen that the three results are very similar, as seen in Table 5-6. This time, 

the minimum flutter velocity of all the previous optimization has been obtained with a 

value of 𝑉𝐹 = 0.8936. It can also be observed that the quickest algorithm is sqp while the 
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slowest is the interior point with a total of 16 iterations. Finally, it can be figured out that 

the stopping criterion for the three algorithms is the first order optimality, constrained 

before to 10-3. 

Finally, the optimization paths of the algorithms can be observed in Figure 5.10. 

This time, there are more differences between the three algorithms, especially in the ratio 

of mass and the dimensionless distance from the leading edge to the elastic axis. SQP and 

active set seems to be more similar, but the interior-point algorithm takes a different path. 

In addition, the velocity of flutter reduction can be observed, with an 80% decrease 

from the starting value. 

 

 

Figure 5.10 Optimization path of 𝜇, 𝑎, r, and e 
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In conclusion, during this chapter, it has been proven that using optimization 

codes such as fmincon in MATLAB, rather than simply iterating a function many times 

with a parametric variation, offers numerous significant advantages, especially when 

managing complex problems with multiple variables and constraints. That is the main 

objective of my thesis, creating a flutter speed optimization model to open an innovative 

path for future optimizations of power generation by piezoelectric materials. 

One of the main reasons of using an optimization code is its computational 

efficiency, as fmincon directs the search to the optimal solution efficiently and tends to 

converge more quickly, rather than performing an exhaustive search that can be 

computationally expensive. Another key factor is that it offers a variety of algorithms, 

such as interior-point, SQP, and active-set, which are suitable for diverse types of 

problems, providing a more robust and accurate solution. Finally, it cannot be overlooked 

that fmincon has the possibility to work with non-linear functions, as in the case of this 

thesis problem. 
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6. CONCLUSIONS AND FUTURE WORK 

The main objective of my thesis was creating a flutter speed optimization model 

to open an innovative path for future optimizations of power generation by piezoelectric 

materials. The combination of theoretical knowledge in piezoelectricity, aerodynamics, 

and aeroelasticity with advanced optimization tools has allowed the development of 

innovative and efficient solutions. The study has been developed in several phases, 

ranging from the explanation of the fundamental concepts to the creation of advanced 

optimization codes. 

Aircraft wing aerodynamics and the limit cycle oscillations phenomenon are 

crucial in identifying how and where piezoelectric materials can be effectively applied 

for power generation. Two codes have been developed to determine the flutter velocity 

under steady and unsteady flow conditions with the Theodorsen’s theory. The codes were 

verified with a couple of studies, enabling my codes to be suitable for a generic airfoil 

problem. This knowledge is crucial to identify the conditions under which vibrations can 

be harnessed for power generation. 

An optimization study of four parameters affecting minimum flutter velocity has 

been addressed: mass ratio, radius of gyration, and dimensionless distances from the 

leading edge to the elastic axis and to the center of gravity. Using optimization codes, 

rather than simply iterating a function many times with a parametric variation, offers 

numerous significant advantages, especially when managing complex problems with 

multiple variables. The results showed a computational time reduction of around 70% on 

average for the one and two variable cases, while for the four variable this percentage is 

expected to be much higher. In the case of the two variables r and e, the final value of 

flutter velocity obtained with the parametric variation has a 50% error compared to the 
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optimization codes one. With the last optimization, the four variable case, the flutter 

velocity has been reduced an 80% from its starting value. 

This optimization process is especially relevant because it provides a framework 

for future studies including design of experiments or even conceptual design of energy 

harvesters. So far, to the author’s knowledge, there were not too many works that follow 

a detailed optimization process of the parameters involved in piezoelectric power 

generation. Also, the codes I have created in this work are general enough to include any 

geometrical or aerodynamic parameters in future research. The methodologies developed 

here serve as a starting point for future research, enabling a more complete and efficient 

optimization of energy harvesting systems. 

To continue to advance this area of research, several aspects can be considered for 

future research. It is suggested that, rather than focusing solely on flutter speed, an 

optimization model can be developed that directly maximizes the energy generated by 

piezoelectric materials. Then, to provide more realistic results, the study can be done with 

a more complex airfoil and three dimensional wings, as well as with higher fidelity 

aerodynamics theories. In addition, the optimization study could be perfected running the 

code from different starting locations. Finally, validating the developed models and codes 

through wind tunnel experiments and flight tests will ensure the accuracy and 

applicability of the simulations and optimizations. 

In conclusion, my contribution with this work has been creating an optimization 

framework to obtain the best values of parameters that will result in the minimum flutter 

velocity for the system. The methods and results obtained provide a robust basis for future 

research and applications, opening up new possibilities for energy efficiency in aviation 

and related fields.  
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