
















electron precipitation from measurements of brightnesses at
different wavelengths.

f ¼ M�1
bl
bl ð15Þ

In this equation, Mbl

�1 represents a suitable generalized
inverse of Mbl

, the computation of which will be discussed
later.
[23] The equations governing the upflow response of the

ionosphere are the continuity, momentum, energy, and heat
flux equations. These equations are listed by Blelly and
Schunk [1993] and in many space physics textbooks. For
our purpose we can express the upflow dependence on
precipitation explicitly by a forward model.

fi ¼ f fð Þ ¼ f M�1
bl
bl

� �
ð16Þ

This model gives the ion upward flux, fi, from a forward
model, f(�), with an input of precipitating electron flux, f,
which is estimated from inverted brightness measurements.
For our purposes Mbl

is provided by our systematic
simulations and f(�) is TRANSCAR’s nonlinear fluid
module, although we could apply this technique regardless
of how these models are formulated.

3.2. Inversion Procedure

[24] For the inversions that we present, eight energy bins
are used instead of the 33 presented in our systematic
analysis. This coarse discretization may seem limiting, but
the analysis presented in Figures 3 and 5 shows that the
upflow and optical emissions vary slowly with energy.
Furthermore, these simulations show that the upflow
depends strongest on the precipitating flux below about
500 eV. Therefore if we can predict the low energy
precipitating flux accurately, then we will get an accurate
estimate of ion upflow. Last, a coarse energy binning has the
advantage that it mitigates the ill-posed nature of the inverse
problem [Groetsch, 1993].
[25] The forward model Mbl

is constructed by reforming
the Mpl

matrices presented in our systematic analysis so that
they contain only eight energy bins and then integrating
them versus r to compute the brightnesses. As is common
with inverse problems, Mbl

is poorly conditioned, which
indicates that the inversion may be unstable to measurement
uncertainties. Also, we have eight energy bins and only five
brightness measurements so the system is underdetermined.
Such problems are often handled through the use of
regularization schemes [Groetsch, 1993], which incorporate
prior knowledge of properties of the solution in order to
reconstruct an inverse. Maximum entropy (ME) regulariza-
tion has been applied to solve a similar inverse problem in
the work of Semeter and Kamalabadi [2005] and has been
shown to perform quite well in those scenarios. Qualita-
tively, this technique enforces a smooth (high-entropy)
reconstruction of f, which exhibits only as much structure
as can be justified from the data [Menke, 1989]. ME
regularization also preserves the positivity of f, which is
obviously desirable, and is the technique we adopt for the
problem at hand. The ME regularized solution for the
precipitation, denoted bf, is given by

bf ¼ min
f

bl �Mblfk k2þa
X

i
ln fið Þ

n o
; ð17Þ

where a is the regularization parameter. The solution found
is therefore the one that minimizes a combination of the
error norm and the negative Berg entropy [DePierro, 1991].
The minimization problem in equation 17 is solved through
an iterative algorithm described by Semeter [1997].
[26] To illustrate our inversion scheme, we have used

TRANSCAR to compute the optical brightnesses from the
forward model input distribution shown in the top left of
Figure 8 (the solid line). The ion upflow calculated directly
from this distribution is shown in the bottom left of Figure 8
and serves as a point of comparison for evaluating the
accuracy of the solution of our binned-down inverse prob-
lem. The precipitation is estimated from the TRANSCAR
modeled brightnesses by using the ME regularization meth-
od to solve the inverse problem of equation (15). The top
left of Figure 8 also shows an example of an inversion of
noisy brightnesses (the solid line with dots). A nominal
amount of zero-mean, additive white Gaussian noise (5.5 <
SNR < 36 depending on wavelength) was added to each
brightness level to simulate a measurement. Shown in the
top right of Figure 8 is the upflow calculated by using the
estimated spectrum as input to our forward upflow model,
TRANSCAR. The ME regularization method provides a
reasonable reconstruction of the precipitation (Figure 8, top
left, solid line with dots) and the estimated upflow (top
right) matches the direct upflow calculation (bottom left)
quite well. The difference between the actual upflow and the
upflow estimated from the reconstructed distribution is
shown in the bottom right of Figure 8.
[27] We have tried our inversion method on a number of

different precipitation morphologies (Maxwellian, flat-top,
bump-on-tail, and inverted-V) and it works well in all cases
given a reasonable initial guess. As is expected with the ME
regularization, inversions tend to be a bit smoother than the
original distribution. Figure 9 shows an example of this.
Brightnesses computed from a bump-on-tail distribution are
corrupted with a nominal amount of noise as before and
then inverted. In this case there is simply not enough
information in the brightnesses to force the reconstruction
to have as much structure as the original distribution. For us,
this issue is not a problem since the soft electrons that cause
upflow are observed to be distributed smoothly in energy.
Indeed the low-energy portion of the distribution in Figure 9
is still recovered accurately. The degree to which the solution
is smoothed can be controlled to an extent by the regulariza-
tion parameter, a. For the reconstructions that we have
presented, we have taken a = 1/2 (heavy regularization).
We have found that the regularization parameter should be
kept as small as is needed to get a stable inversion so that as
much distribution structure as possible can be recovered.

4. Discussion

[28] The relationship, if any, between auroral ion upflow
(what we are studying) and ion outflow (beams, conics) has
not been clarified. Incoherent scatter radars are the only
direct remote sensing diagnostic for low-altitude ion upflow,
but their geographic coverage is extremely limited, and their
operations tightly scheduled. By establishing a reliable
estimator of bulk ion upflow using passive optical measure-
ments, we open an entirely new avenue for clarifying
connections between low-altitude upflow and ion outflow
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to the magnetosphere. It is quite feasible to establishing a
global distribution of photometers for the purpose of esti-
mating local ion upflow characteristics. The THEMIS
camera array [Craig et al., 2004], for instance, serves as a
prototype for such a sensor network. With such widely
distributed measurements, careful planning of satellite-
ground conjunctions is no longer required.
[29] The time dependence of the ionospheric upflow

response is also a serious question when relating low-
altitude thermal velocities to suprathermal distributions
measured in the magnetosphere. The ideal experiment to
resolve this outstanding question would involve simulta-
neous measurements of bulk ionospheric upflow (from an
ISR) and particle distributions (from an in situ sensor) on a
single flux tube over a period of 10’s of minutes. Since such
measurements are not possible, we have been left to
speculate on such connections using available measure-
ments. Here, the optical estimator also offers a fundamental
advantage. With a dense enough network of sensors, simul-
taneous global-scale patterns of upflow may be resolved,
mitigating space-time ambiguities inherent in single-point
ISR measurements.

4.1. Time-Dependent Considerations

[30] In our analysis we have examined the ionospheric
response after 5 min exposure to the precipitating electrons.

This may seem to be a long time for the auroral zone, but in
some cases it is appropriate. At the polar cap boundary we
find precipitation related to Alfven wave-particle coupling.
These fluxes are also ephemeral, but they may nonetheless
persist in a quasi-periodic fashion for extended periods of
time. The aggregate effect will be that of a lesser stationary
soft-electron flux, since the ionosphere acts as a low-pass
filter with respect to plasma ionization, heating, and up-
welling. Evidence for this effect is found in the narrow,
columnar ionization patterns found at the poleward auroral
boundary [Semeter et al., 2005]. In any case, our technique
does not require a steady precipitation to be accurate. It
simply requires that the emissions are adequately described
by time-stationary models and that we know how long to
apply estimates of precipitation to the forward model of ion
upflow.
[31] For prompt emissions the time-stationary forward

model formulation of equations (6) and (9) applies exactly,
whereas, for emissions from a state with a long lifetime it is
only approximately valid. In particular, the 630.0 nm
emission results from a transition of O(1D) which has a
lifetime of�110 s [Chamberlain, 1961]. We have calculated
this emission from the time-dependent continuity equation
for O(1D), and, accordingly, our simulations show a delay in
the optical response at this wavelength. Furthermore, the
buildup of F-region ionization during soft auroral precipi-

Figure 8. An example of an application of our optical estimator of ion upflow. Optical brightnesses are
used to recover electron precipitation, and the upflow is simulated from the reconstruction. Additive
white gaussian noise was added to the brightnesses computed from the actual spectrum. The SNR was
between 5.5 and 36. The top two figures are the actual distribution and the reconstructed distribution
(left) and the upflow calculated from the reconstructed distribution (right). The lower two figures show
the upflow calculated from the actual distribution (left) and the difference between the actual upflow and
the upflow calculated from the reconstructed distribution (right). The precipitation distribution used here
was measured from the SIERRA sounding rocket [Klatt et al., 2005; Lynch et al., 2007].
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tation has important implications for O(1D) production and
the time dependence of the 630.0 nm emission during
precipitation (see Figure 6). The cross section for supra-
thermal electron impact production of O(1D) is largest
for electron energies below �10 eV [e.g., Rees, 1989,
Appendix 4]. Suprathermal electrons at these energies are
also responsible for most of the heat transfer to ionospheric
thermal electrons [Stamnes and Rees, 1983; Rees, 1989].
F-region energy deposition by <10 eV electrons is thus
partitioned (roughly speaking) between the processes of
O(1D) production and thermal electron heating. The excita-
tion rate for O(1D) from suprathermal electron impact on O
has the form of equation (6) and is proportional to atomic
oxygen concentration, which is time-stationary during the
electron precipitation. However, the heating rate for thermal
electrons is proportional to the thermal electron concentra-
tion, which increases greatly during soft precipitation events
(Figure 4, top left). This implies a shift in the partioning of
energy deposited by the suprathermal electrons. Because of
the increasing thermal electron concentration, more of the
energy from the suprathermals goes into heating the thermal
electrons and less is available for excitation of O(1D). A
detailed examination of O(1D) excitation rates reveals that
this is the reason for the decrease in 630.0 nm brightness
with time after the initial peak (for beam energies >50 eV in
Figure 6). For the lowest-energy beam (�50 eV), the initial
peak and decrease of 630.0 nm brightness versus time is,
again, due to the increase in F-region ionization. However,
the 630.0 nm brightness then begins to build up again for
two reasons. First, the ionization increase for this beam is
not as intense as for higher energy beams (Figure 4, top
left), which lessens the degree of energy deposition shift
away from the production of O(1D). Second, the electron
temperature gets extremely high during the lowest energy
simulation (Figure 4, top right) resulting in an increase of
production of O(1D) from thermal electron impact [Mantas
and Carlson, 1991]. This mechanism is responsible for the
slow buildup in time of 630.0 nm brightness (after the initial

peak and decrease) for the lowest energy beam simulation in
Figure 6.
[32] On the basis of these considerations, the forward

model for the 630.0 nm emission should have a small time
dependence, as should any emission with chemistry involv-
ing highly time-dependent parameters (e.g., ne, or Te).
Figure 6 shows that the 630.0 nm brightness has, at most,
a 40–50% change over the 1 h duration of the auroral
precipitation, so our time-stationary approach will still yield
an approximate estimate of precipitating particle flux. The
630.0 nm emission is therefore still a far better candidate for
inversion than F-region ion density, since ions have a
lifetime on the order of hours at those altitudes. Previous
modeling efforts [Lynch et al., 2007; Zeng and Horwitz,
2007] have suggested that the upflow is not be time-
stationary so we must know how long to apply to estimates
of precipitation to the forward model of upflow. In fact, the
prompt emissions (which are time stationary) can tell us
exactly how long the auroral source persists.

4.2. Other Physics

[33] The possibility of low-altitude wave-particle interac-
tions has not been addressed in this work because we wish
to isolate the effects of electron precipitation. In situ
detectors find fluxes of <300 eV electrons in several con-
texts: in the cusp/cleft, at the polar cap boundary, within
inverted-V regions, at the edges of inverted-V arcs (both of
the latter referred to as field-aligned bursts, or FABs, in the
literature). Essentially, these fluxes are seen throughout the
auroral zone.
[34] Knowledge of the thermospheric conditions may be

important to correctly simulating optical emissions and
outflow. The thermospheric concentrations affect the alti-
tude distribution of energy deposition by auroral electrons,
the quenching of excited species, and the ion-neutral colli-
sion frequencies that factor into ion momentum balance.
The MSIS90 model that we have used provides an empirical
estimate of the neutral atmosphere, and does not capture the
potentially important neutral dynamics of the auroral zone.
Departure of the neutral atmosphere from what was used in
the simulations will introduce error into estimates of elec-
tron precipitation and upflow from the optical emissions.
Ignorance of thermospheric composition could be addressed
by using an indicator of thermospheric concentration ratios,
similar to that in the work of Hecht et al. [1991]. Alterna-
tively, we could attempt to fold the ignorance of the
thermospheric concentrations into the inversion process
itself to derive corrections to MSIS90 concentrations, but
this is beyond the scope of the current work.

4.3. Remote Sensing and Estimation

[35] This works follows in the line of other research that
has been conducted on the estimation of ionospheric param-
eters via remote sensing. Perhaps the most closely related
work is the estimation of precipitating electron spectra from
optical measurements. Strickland et al. [1989] presented a
method for using ground-based spectroscopic measure-
ments to infer the characteristic energy and total energy
flux of a parameterized distribution of precipitating elec-
trons and correction factors to an assumed neutral atmo-
sphere. A similar method is employed by Rees and
Lummerzheim [1989] for using emissions in the visible

Figure 9. An inversion example with a bump-on-tail
distribution. The ME algorithm smooths out the answer a bit
but the lower energies are still recovered quite accurately.

A12310 ZETTERGREN ET AL.: OPTICAL ESTIMATION OF AURORAL ION UPFLOW

10 of 12

A12310



range to estimate the characteristic energy of the precipitat-
ing electrons. Germany et al. [1994a, 1994b] have studied
utility of using far ultraviolet (FUV) emissions as indicators
of characteristics of auroral electrons, and also for estimat-
ing ionospheric Pederson and Hall conductivities. In a
similar fashion, Aksnes et al. [2002, 2005] has estimated
ionospheric conductivities from space-based UV and X-ray
observations. Recently, Semeter et al. [2005] has used E-
region ISR plasma measurements to recover electron
precipitation without any a priori assumptions about the
functional form of the distribution.
[36] The work presented in this manuscript applies a

technique similar to that used by Semeter et al. [2005]
(ME regularization) to a problem like that studied by
Strickland et al. [1989] and Rees and Lummerzheim
[1989] (estimation of ftop(E) from optical measurements).
Our resulting estimate of ftop(E) is applied to a forward
model of the ionospheric response in order to estimate
upflow, in a step that is similar to that applied by Aksnes
et al. [2002] to compute the conductivities from incident
energy flux. The differences between our work and previous
work lies in the problem we are studying and the sophis-
tication of the forward models and inversion techniques that
we are applying. Furthermore, our technique is uses differ-
ent emissions to look at a different portion of the precipi-
tating electron distribution. We focus on recovering
information about the lower energy precipitating particles
that are responsible for the vast majority of precipitation-
driven ion upflow. Soft precipitating particles are energized
by different processes than those of the auroral acceleration
region, which produces higher energy distributions, and are
indicative of different magnetosphere-ionosphere-thermo-
sphere coupling processes.

5. Conclusions and Future Work

[37] We have presented a framework for using photomet-
ric measurements of auroral emissions to estimate field-
aligned ion velocity and number flux versus altitude for flux
tubes supporting auroral arc-related (type 2) ion upflows.
Our formulation has been limited to line-of-sight measure-
ments in the magnetic zenith, but the approach is readily
adapted to other observing geometries. For instance, oblique
measurements may be used if a tomographic inversion
algorithm is incorporated into the forward model (equation
(12)); nadir measurements from an orbiting platform may be
used if a suitable model of Earth albedo is available and
removed prior to the inversion. We could also reformulate
the inverse problem itself to estimate a parameterized
precipitation distribution. Alternatively, we could investi-
gate the use of more or fewer brightnesses in the inversions.
Figure 3 shows that the 732 nm and 630.0 nm emission
have nearly the same characteristic versus energy, so we can
likely omit one of the wavelengths and still obtain good
inversions. However, the point of this paper is to present
one possible technique for estimating upflow from optical
emissions and to demonstrate its feasibility. Different inver-
sions will likely be investigated in the future.
[38] The robustness and uniqueness of the proposed

inversion technique has been demonstrated herein through
simulation. Experimental validation of this research will be
the subject of ongoing work. A simple ground-based

validation experiment involves a spectrometer, or multi-
channel photometer, pointed in the magnetic zenith accom-
panied by simultaneous measurements of bulk ionospheric
properties measured by incoherent scatter radar. Such com-
bined radar-optical measurements are routinely made at the
Sondrestrom, Greenland, ISR facility, which is located at
the footpoint of the poleward auroral boundary, an ideal
location for studying auroral ion upflow.
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