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[1] Atmospheric gravity waves (GWs) perturb minor species involved in the chemical reactions of airglow emissions in the upper mesosphere and lower thermosphere. In order to determine gravity wave fluxes and the forcing effects of gravity waves on the mean state (which are proportional to the square of the wave amplitude), it is essential that the amplitude of airglow brightness fluctuation be related to the amplitude of major gas density fluctuation in a deterministic way. This has been achieved through detailed modeling combining gravity wave dynamics described using a full-wave model with the chemistry relevant to the airglow emission of interest. Alternatively, others have employed approximations allowing them to derive analytic expressions relating airglow brightness fluctuations to major gas density fluctuations through a so-called “cancellation factor” (CF). The effects of these approximations on the derived CF are investigated here using a full-wave model describing gravity wave propagation in a nonisothermal, windy, and viscous atmosphere. This numerical model combined with the chemical reaction scheme for the OH (8, 3) Meinel airglow emission is used to derive fluctuations in the OH* nightglow from which an equivalent CF is calculated. Comparisons are made between the analytically derived CF’s and the numerically derived CF’s based on using different approximations in the latter model. Differences exist at most wave periods, but they also depend on the horizontal wavelengths of the gravity waves considered. In addition to these different model comparisons, the sensitivity of the numerically derived CF to specific physical processes is examined exclusively using the full-wave model. These sensitivity tests show that the effect of eddy diffusion marginally influences the calculated CF’s only for the very slowest gravity waves. Accounting for the effects of a nonisothermal mean state has a significant influence on the calculated CF’s, and the CF’s calculated assuming an isothermal mean state can be as much as a factor of 2 smaller than those calculated assuming a nonisothermal mean state. The effects of background mean winds also influence the derived CF’s, which then become dependent on the azimuth of propagation. In this case the calculated CF’s can vary by a factor of \(~2\) from their windless values for gravity waves of short horizontal wavelength with phase speeds less than 100 m s\(^{-1}\). Finally, reflection from the lower and middle thermosphere in the full-wave model leads to undulations in the calculated CF’s as a function of phase speed for gravity waves with horizontal wavelengths of 100 km and phase speeds greater than about 100 m s\(^{-1}\). These effects that are not reproduced in the analytic model lead to large differences between the CF’s calculated with and without winds, but they only occur for fast gravity waves that are not usually observed in the airglow.


1. Introduction

[2] It is well recognized that gravity waves propagating in the mesopause region modulate airglow emissions [Hecht et al., 1993, 1994; Taylor et al., 1995; Swenson et al., 1995; Smith et al., 2000] and a significant amount of modeling has been performed to provide a better understanding of the modulation processes [Walterscheid et al., 1987; Hines and Tarasick, 1987; Schubert and Walterscheid, 1988; Hickey, 1988a, 1988b; Schubert et al., 1991; Makhloof et al., 1995; Swenson and Liu, 1998; Swenson et al., 1999; Walterscheid et al., 1999; Hecht et al., 2001; Hickey and Brown, 2002; Tang et al., 2002; Liu and Gardner, 2004].
Ground-based observations are able to provide useful measures of gravity wave parameters such as the extrinsic wave period, the extrinsic phase speed, the horizontal wavelength, and the direction of propagation [Swenson et al., 1995]. If these optical instruments are collocated with a wind/temperature lidar (for example), then the height variation of mean horizontal winds can be inferred and used to calculate the height-dependent wave intrinsic period [e.g., Hickey et al., 1998]. The wave intrinsic period is one key parameter required to calculate wave fluxes of momentum, energy and sensible heat. Another key parameter required to calculate wave fluxes is the gravity wave amplitude, which in general is also a function of height.

[1] Determining gravity wave amplitudes from airglow observations is not a trivial task for two fundamental reasons. First, the minor species involved in the specific airglow emission chemistry fluctuate in response to a gravity wave so that the airglow fluctuation cannot be easily related to the fluctuation of the major gas. (The individual minor species will all fluctuate with different amplitudes that are usually much greater than the fluctuation in the major gas. Additionally, the height variation of the minor species fluctuations does not exactly follow that of the major gas because chemistry is usually important, which implies that the minor species vertical wavelengths are not equivalent to the gravity wave vertical wavelength.) The second difficulty is due to the fact that the observed airglow brightness (for example, at the ground) constitutes a height integral of the volume emission rate (VER) over the vertical extent of the emission layer (~10 km). This smears the gravity wave effects in the airglow in a way that tends to favor the observation of the faster, long vertical wavelength gravity waves while making the observation of the short vertical wavelength gravity waves difficult or even impossible [Hines and Tarasick, 1987; Schubert and Walterscheid, 1988; Schubert et al., 1991; Swenson and Gardner, 1998; Hickey and Walterscheid, 1999].

[2] Two methods for determining wave amplitudes from airglow measurements have been discussed in the literature. The first uses a full-wave model, described in section 2.2, to calculate the altitude variation of fluctuations in major gas density, temperature, and velocity [Hickey et al., 1997, 1998; Hickey and Brown, 2002]. These fluctuations are then used in a set of chemically coupled minor species continuity equations to calculate the minor species response to the gravity wave as a function of height, from which VER fluctuations are derived. These are then integrated over height to provide the airglow brightness fluctuation. The original gravity wave amplitudes used in the model are then re-scaled to provide exact agreement between the modeled and observed relative airglow brightness amplitudes (this can be done because the full-wave model is linear). This provides gravity wave amplitudes and phases as a function of height while simultaneously providing a match to the observed airglow fluctuation parameters. When mean horizontal wind information is available, the altitude variation of the derived gravity wave amplitudes sometimes display complicated structure around critical levels [Hickey et al., 1998; Hickey and Brown, 2002].

[3] The second method, described in section 2.1, uses certain approximations that allow the formulation of an analytical representation of airglow emission brightness fluctuations [Swenson and Gardner, 1998; Swenson and Liu, 1998; Liu and Swenson, 2003]. In the earlier studies the long-period gravity wave dispersion relation of Hines [1960] was used to describe the phase variation with height of a gravity wave undergoing adiabatic wave motion in an isothermal and windless atmosphere, while the more complete dispersion equation of Hines [1960] is utilized in Liu and Swenson [2003]. Wave amplitude is allowed to vary with height using a single predefined parameter β (which can be based on observation). A reduced set of chemical reactions pertinent to the particular airglow under study is used, and in the case of the OH airglow a set of parameters is used that is based on a fit to the observations of McDade et al. [1987]. Assuming that chemical lifetimes are much shorter than dynamical time constants, Swenson and Gardner [1998] (hereinafter referred to as SG98) derived a simple expression relating the perturbed VER to the mean VER and to perturbations in O, O2 and temperature (T). The O2 perturbation was defined explicitly in terms of the temperature perturbation by assuming quasi-hydrostatic gravity wave motions (for which pressure fluctuations are negligible). Fluctuations in O were defined using equations of Gardner and Shelton [1985] describing nonlinear fluctuations of a minor constituent. Integration over height of the VER provided the brightness fluctuation. SG98 relate this to the temperature perturbation at the altitude of maximum VER through a so-called “cancellation factor” (CF). Plots of the CF were presented for waves of various horizontal phase speeds for the OH airglow. One advantage of this approach is that it allows a simple look-up of CF for a given horizontal phase speed.

[4] It is the purpose of this paper to calculate a numerically based cancellation factor using the full-wave model [Hickey et al., 1997, 1998, 2000a] and the chemical reaction scheme for the OH (8, 3) Meinel emission for gravity wave propagation in a nonisothermal, viscous, and windy atmosphere. Extensive comparisons will be performed between our numerically derived CF and the analytic CF of SG98 using various levels of approximation in the full-wave model, as described later. In this way we will be able to determine the atmospheric conditions for which the analytic CF of SG98 differs from the numerically derived CF. We will also be able to determine the influence of certain approximations on the derived CF’s by performing specific sensitivity tests using our full-wave model. In this way, the limitations (if any) of the two models will be addressed, and our understanding of processes affecting gravity wave—driven airglow fluctuations will be improved. Ultimately the models must be able to describe the observations, and while the present work constitutes a model-to-model comparison and a model sensitivity study, we expect to be able to determine under what conditions the models should provide meaningful results.

[5] The layout of this paper is as follows. The model of SG98 is briefly described in section 2.1. The full-wave model, the chemical scheme, and the solution procedure of minor species fluctuations is described in section 2.2. The
results are presented in four subsections of section 3, covering a range of possible assumptions regarding the mean state. A discussion is presented in section 4, and conclusions are presented in section 5.

2. Methods for Determining Wave Amplitudes

2.1. Analytical Model of OH* Nightglow

[8] Using the solution procedure described by Gardner and Shelton [1985], SG98 derived expressions for the relative density fluctuations of the major gas and for a minor species. The altitude variation of these quantities was described by SG98 using the long-period dispersion equation of Hines [1960]

\[ m^2 = \frac{(N^2 - \omega^2)}{\omega^2} k^2, \]

(1)

and later by Liu and Swenson [2003] (hereinafter referred to as the LS03 model) using the more complete dispersion equation of Hines [1960]

\[ m^2 = \frac{(N^2 - \omega^2)}{\omega^2} k^2 - \frac{(\omega^2 - \omega_a^2)}{C^2}, \]

(2)

where \( k \) and \( m \) are the horizontal and vertical wavenumbers, respectively, and \( \omega \) is the wave frequency. Also \( C \) is the sound speed, \( N \) is the Brunt-Väisälä frequency, and \( \omega_a \) is the acoustic cutoff frequency, where \( C^2 = \gamma gH, N^2 = (\gamma - 1)g^2/C^2, \omega_a = \gamma g^2/4H^2 \), and where \( \gamma \) is the usual ratio of specific heats, \( g \) is the gravitational acceleration, and \( H \) is the scale height.

[8] SG98 argued that because the lifetimes of OH* and ozone are short compared to typical gravity wave periods, the direct redistribution of OH* and \( O_3 \) by gravity waves is negligible. With this assumption, perturbations in the VER are solely determined by the perturbed \( O, O_2, \) and \( T \) profiles. SG98 derived the following equation describing fluctuations in the VER:

\[ \Delta V(8,3) = \frac{\partial V}{\partial [O]} \Delta [O] + \frac{\partial V}{\partial [O_2]} \Delta [O_2] + \frac{\partial V}{\partial T} \Delta T \]

\[ \approx \left( \frac{\Delta [O]}{[O]} + \frac{(2 + 7.7 \times 10^{-14} \text{cm}^3/[O_2]) \Delta [O_2]}{(1 + 7.7 \times 10^{-14} \text{cm}^3/[O_2]) [O_2]} \right) \frac{\Delta T}{T} V(8,3). \]

(3)

Here \( \Delta \) represents a perturbation about a mean, \( V \) is the VER, \( T \) is temperature, and the square brackets denote species concentrations. For quasi-hydrostatic (long period) gravity waves the pressure within a vertically displaced parcel continuously adjusts to the environmental pressure so that pressure fluctuations are negligible. SG98 made this assumption, giving

\[ T/T_u = (\rho/\rho_u)^{-1}. \]

(4)

Here \( T_u \) and \( \rho_u \) are the unperturbed temperature and density, respectively, and \( T \) and \( \rho \) are the total (unperturbed plus perturbation) temperature and density, respectively. Note that although the quasi-hydrostatic assumption was subsequently relaxed in the LS03 model, the phase difference between density and temperature perturbations shown in

\begin{figure}[h]
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\caption{Mean atmospheric temperature for 15 December calculated from the MSIS-90 model (solid curve) and corresponding Brunt-Väisälä period (dashed curve).}
\end{figure}


their Figure 1 does not asymptote to 180° at long wave periods, as it should when pressure fluctuations become negligible [e.g., Walterscheid et al., 1987; Hickey, 1988b]. Therefore, when we use the LS03 model, we do so using a corrected WKB-derived relation between density and temperature perturbations.

[16] Integration over altitude of the VER fluctuations provides the airglow brightness fluctuation ⟨f′⟩

\[ \langle f' \rangle = \int_0^\infty \Delta V(8.3)dz. \] (5)

The CF is then calculated by SG98 using

\[ CF = \left( \frac{\langle f' \rangle}{\langle T \rangle} \right) / \left( \langle T' / T \rangle_{\text{am}} \right), \] (6)

where the denominator represents the relative temperature fluctuation calculated at the altitude (z_{O_{3}H}) of the peak of the OH emission layer VER.

[11] In order to provide a meaningful model-to-model comparison, our implementation of the SG98 model diverges slightly from that of SG98 because whereas they used a Chapman function to fit the MSIS-90 model O densities, we do not. We do not use equation (25) of SG98 (nor do we use the equations based on using their equation (25)). Instead, the relative perturbations in densities, we do not. We do not use equation (25) of SG98 (nor do we use the equations based on using their Figure 1 does not asymptote to 180° at long wave periods, as it should when pressure fluctuations become negligible [e.g., Walterscheid et al., 1987; Hickey, 1988b]). Therefore, when we use the LS03 model, we do so using a corrected WKB-derived relation between density and temperature perturbations.

[16] Integration over altitude of the VER fluctuations provides the airglow brightness fluctuation ⟨f′⟩

\[ \langle f' \rangle = \int_0^\infty \Delta V(8.3)dz. \] (5)

The CF is then calculated by SG98 using

\[ CF = \left( \frac{\langle f' \rangle}{\langle T \rangle} \right) / \left( \langle T' / T \rangle_{\text{am}} \right), \] (6)

where the denominator represents the relative temperature fluctuation calculated at the altitude (z_{O_{3}H}) of the peak of the OH emission layer VER.

[11] In order to provide a meaningful model-to-model comparison, our implementation of the SG98 model diverges slightly from that of SG98 because whereas they used a Chapman function to fit the MSIS-90 model O densities, we do not. We do not use equation (25) of SG98 (nor do we use the equations based on using their equation (25)). Instead, the relative perturbations in the atomic oxygen profile are computed using their equations (2) and (6) with the undisturbed O profile given by the MSIS–90 model [Hedin, 1991]. This is done to standardize as many of the inputs as possible used in the full-wave model and in the (modified) SG98 model.

[12] Another difference arises because the chemical rate constants used by SG98 are not exactly the same as those used by Hickey [2001a] in a full-wave study of gravity waves in the OH nightglow, and so we have repeated the SG98 derivation of their equations (15), (17), and (19) with the same rate constant used in the full-wave model for the three-body recombination O + O₂ + M → O₃ + M. This rate constant (k₃ = 1.0 × 10⁻³³ exp(510/T) cm⁶/s) is given in Table 1. We obtain

\[ \Delta V(8.3) \approx \frac{\partial V}{\partial O} \Delta [O] + \frac{\partial V}{\partial O_2} \Delta [O_2] + \frac{\partial V}{\partial T} \Delta T \]

\[ \approx \left( \frac{\Delta [O]}{[O]} + \frac{2 + 7.7 \times 10^{-14} \text{cm}^3 [O_2]}{1 + 7.7 \times 10^{-14} \text{cm}^3 [O_2]} \right) \Delta [O_2] \]

\[ - 510 \frac{\Delta T}{T^2} \langle V(8.3) \rangle. \] (7)

We replace equation (3) by equation (7) when we use the SG98 model to calculate the analytical CF.

### 2.2. Full-Wave Model With Chemical Scheme

[13] The full-wave model provides solutions to the coupled continuity, momentum, energy, and ideal gas equations. The model includes dissipation due to eddy processes in the lower atmosphere and molecular processes (viscosity, thermal conduction, and ion drag) in the upper atmosphere. Height variations of the horizontal winds and mean temperature, as well as the Coriolis force are all included [Hickey et al., 1997, 1998, 2000a]. The governing equations of wave propagation are

\[ \frac{Dp}{Dt} + \rho \nabla \cdot \mathbf{v} = 0, \] (8)

\[ \rho \frac{D\mathbf{v}}{Dt} + \rho \mathbf{v} \nabla \cdot \mathbf{v} + \rho \mathbf{g} \times \mathbf{v} + \mathbf{\nabla} \cdot \mathbf{g} \nabla + \nabla \cdot (\rho \mathbf{v} \mathbf{v}^\top) \]

\[ + \rho \nabla \cdot (\mathbf{v} \cdot \mathbf{v}) + \rho K_v \mathbf{v} = 0, \] (9)

\[ \rho \frac{D(\mathbf{v} \cdot \mathbf{v})}{Dt} + \rho \mathbf{v} \cdot \mathbf{v} + \rho \mathbf{v} \cdot \mathbf{g} \]

\[ + \nabla \cdot (\rho \mathbf{v} \mathbf{v}^\top) - c_v T \nabla \cdot \rho \mathbf{v} + \rho c_v K_v \mathbf{v} = 0, \] (10)

\[ \rho = \frac{\rho RT}{M}. \] (11)

These equations are linearized and used to describe fully compressible, two-dimensional waves. \( \mathbf{v} \) is the velocity with \( x \) (positive southward), \( y \) (positive eastward), \( z \) (positive upward) components \( u \), \( v \) and \( w \), respectively; \( \rho \) is the neutral mass density; \( p \) is atmospheric pressure; \( g \) is the gravitational acceleration; \( \Omega \) is the Earth's angular velocity; \( \nabla \) is the molecular viscous stress tensor; \( \theta \) is the eddy momentum diffusivity; \( \nu_m \) is the neutral-ion collision frequency; \( \gamma \) is the ion velocity; \( c_p \) and \( c_v \) are the specific heats at constant pressure and volume, respectively; \( T \) is temperature; \( \lambda_m \) is the molecular thermal conductivity; \( k_v \) is the eddy thermal diffusivity; \( M \) is the mean molecular weight; and \( K_R \) and \( K_v \) are the Rayleigh friction and Newtonian cooling coefficients, respectively [Hickey et al., 2000a].

[14] The operator \( D/Dt = \partial/\partial t + \mathbf{v} \cdot \nabla \) is the substantial derivative, where \( \mathbf{v}(z) \) is the total wind (mean plus perturbation). \( \theta \) is the potential temperature \( \theta = \)}
\( T(\tau_{00}p)^n \), where \( \tau_{00} = 1000 \text{ mbar}, \kappa = R/c_p, \) and \( R \) is the gas constant.

[15] The chemical reaction scheme for \( \text{OH} \) (8, 3) Meinel emission used in the full-wave model describes the production and loss of \( \text{OH}^* \) as described in Table 1. The excited hydroxyl (\( \text{OH}^* \)) is produced by the reaction of atomic hydrogen with ozone, and lost through several vibrational band emissions and through quenching by \( \text{O}, \text{O}_3, \) and \( \text{N}_2 \).

[16] The number density \( n \) of the minor species is determined using the linearized continuity equation \( [\text{Walterscheid et al., 1987}] \)

\[
\frac{\partial n'}{\partial t} = P' - L' - \frac{d \bar{n}}{dz} \nabla \cdot \nabla \cdot \n' \quad \text{(12)}
\]

where it has been assumed that all species have the same temperature \( T \) and velocity \( v \) as the major gas. The terms \( P \) and \( L \) are rates of volumetric production and loss of minor constituents by chemical reactions. Primes denote perturbed and overbars denote unperturbed quantities, \( z \) is altitude, and \( w \) is the vertical velocity. The concentration of \( \text{O} \) changes slowly during the night compared with the fluctuation time scale of interest (gravity wave periods of minutes to hours), so that we consider the basic state as steady \( [\text{Walterscheid et al., 1987}] \).

[17] Assuming that the perturbations are due to plane waves propagating in the \( x - z \) plane \( (x \) is the horizontal coordinate) we write

\[
(n', T', v', \ldots) = [\bar{n}(z), \bar{T}(z), \bar{v}(z), \ldots] \exp i(\omega t - kx), \quad \text{(13)}
\]

where a circumflex denotes the \( z \)-dependent part of the fluctuation. Substitution of (13) into (12) then yields

\[
i \omega \bar{n} = \bar{P} - \bar{L} - \frac{d \bar{n}}{dz} \bar{v} - \bar{\nabla} \cdot \bar{\n} \quad \text{(14)}
\]

[18] The solution of (14) has been described before by \( \text{Walterscheid et al., 1987} \), \( \text{Hickey, 1988a, 1988b} \), and in the case of the full-wave model by \( \text{Hickey et al., 1997} \) and \( \text{Hickey, 2001a} \). All forcing terms in (14) (those explicitly involving the gravity wave perturbations \( T, \bar{v}, \bar{p} \) and \( \nabla \cdot \bar{\n} \)) are moved to the right side of the equation while all unknown minor species density fluctuation terms are moved to the left side of the equation. The system of minor species continuity equations (14) representing fluctuations in \( \text{OH}^*, \text{OH}, \text{O}_3, \text{H}, \text{O}, \) and \( \text{HO}_2 \) are thus written as

\[
\begin{bmatrix}
\tilde{n}(\text{OH}^*) \\
\tilde{n}(\text{OH}) \\
\tilde{n}(\text{O}_3) \\
\tilde{n}(\text{H}) \\
\tilde{n}(\text{O}) \\
\tilde{n}(\text{HO}_2)
\end{bmatrix} = \begin{bmatrix}
6 \\
6 \\
6 \\
6 \\
6 \\
6
\end{bmatrix} \begin{bmatrix}
\bar{T} \\
\bar{v} \\
\bar{p} \\
\bar{\n} \\
\bar{\n} \\
\bar{\n}
\end{bmatrix}, \quad \text{(15)}
\]

[19] The \( \text{OH} \) chemistry used in the full-wave model is provided in Table 1. The matrices appearing in (15) are derived from Table 1 by calculating the volumetric production \( (P) \) and loss rates \( (L) \) of minor constituents. A straightforward inversion of (15) yields the \( \tilde{n} \) solution vector for the perturbation number densities of the minor constituents. This approach has been used in the full-wave model by \( \text{Hickey et al., 1997, 1998} \) to simulate gravity wave effects in the \( \text{OI}5577 \) airglow, by \( \text{Hickey and Walterscheid, 1999} \) to simulate gravity wave effects in the \( \text{O}_2 \) atmospheric airglow, and by \( \text{Hickey, 2001a, Hecht et al., 2002 and Huang et al., 2002} \) to simulate gravity wave effects in the \( \text{OH} \) airglow. Minor species are provided from the model of \( \text{Garcia and Solomon, 1985} \) for a latitude of \( 39^\circ \text{N} \) and for December, as supplied by R. Garcia (private communication, 1990). However, the \( \text{O} \) and \( \text{H} \) number densities and rate constants were used to provide the steady-state minor species distributions for \( \text{O}_3, \text{HO}_2, \text{OH} \) and \( \text{OH}^*. \) To facilitate comparison with the SG98 model described in section 2.1, the full-wave model chemistry uses \( \text{O} \) number densities obtained from the MSIS-90 model \( [\text{Hedin, 1991}] \).

3. Results and Analyses

[20] In this section we compare the CFs calculated from the full-wave model with those calculated from the analytic model of \( \text{Swenson and Gardner, 1998} \) (SG98). We consider horizontal wavelengths \( (\lambda_h) \) of 100 km and 500 km. For each value of \( \lambda_h \) we consider 100 different waves with intrinsic phase speeds ranging from 30 m s\(^{-1}\) to 180 m s\(^{-1}\). We also consider varying those mean state parameters that are expected to influence the derived CF’s. We are particularly interested in determining the sensitivity of the CF to various physical processes nominally included in the full-wave model. In the following sections we examine the sensitivity of the CF’s derived from the full-wave model to the inclusion of a nonisothermal atmosphere, eddy diffusion, and mean background winds. Effects associated with the Coriolis force that are nominally described in the full-wave model are not included here because for the range of wave parameters considered we expect it to be less important than these other processes.

[21] In the present study we could have considered examining the sensitivity of values of CF derived from the two models to other influences, such as season, time of day, and latitude. We do not do so due to space limitations, and furthermore it is our belief that these factors would influence the CF’s derived from the two models in similar ways and would therefore not emphasize model differences. When we compare the CF calculated for a nonisothermal atmosphere to the CF calculated for an isothermal atmosphere, we must recognize that both the dynamics and chemistry may be influenced by differences in the mean temperature structure. Our primary goal is to understand the impact of different assumptions used in the dynamical models. In order to minimize the impact of using two different assumed mean temperature profiles in the chemistry, we set the temperature for the isothermal atmosphere equal to the temperature in the vicinity of peak VER for the \( \text{OH} \) airglow \( (\tau_{\text{OH}}) \). In this way, chemical rate constants and the VER profile itself will be similar for the isothermal and nonisothermal cases (which we have verified).
The mean temperature (solid curve) for 15 December derived from the MSIS-90 model [Hedin, 1991] and the corresponding nonisothermal Brunt-Väisälä period (dashed curve) are plotted as function of altitude in Figure 1. These results (and those to follow) are based on mid-latitude (39°N) nighttime conditions. The mesopause is situated at about 96 km altitude with a temperature of about 186 K, and the large temperature gradient in the lower thermosphere is clearly evident. When an isothermal atmosphere is considered the temperature is fixed at a value of 24194.7 K (the value at the altitude of the maximum VER for the OH airglow). Note that this value is close to the value of 200 K used by Swenson and Gardner [1998]. The value of the Brunt-Väisälä period (dashed curve) in the vicinity of the OH airglow layer (~87 km) means that the shortest allowed periods for internal gravity waves is ~5 min. Upward propagating gravity waves with periods less than about 10 to 12 min will be reflected back downward from thermospheric altitudes, which may lead to ducting [Walterscheid et al., 1999; Hecht et al., 2001; Hickey, 2001b] and wave interference effects in the airglow, effects that are accounted for in the full-wave model. 

The unperturbed VER for the OH airglow for each of the two models is plotted as function of height in Figure 2. The two different chemical schemes representing the OH airglow are different, as described earlier, and lead to different maximum values of the VER. The actual maximum value of the VER is not as important as the profile shape because the CF is the ratio between the perturbed and unperturbed VER, both of which will differ between the two models. Hence we have normalized the two profiles such that they both have the same maximum VER of \(10^9 \text{ m}^{-3} \text{s}^{-1}\). The altitude of maximum VER occurs at \(z_{OH} \approx 89.1\) km for the full-wave model (solid curve) and at \(\approx 89.2\) km for the SG98 model (dashed-dotted curve). The thicknesses of the two VER profiles are very similar to each other, with a full-width at half-maximum of ~9.9 km for the full-wave model and ~10.7 km for the SG98 model.

The SG98 model includes the generalized nonlinear gravity wave solutions of Gardner and Shelton [1985], whereas the full-wave model is linear. We compare these two models using small amplitudes to ensure that the gravity waves are linear in the SG98 model. In order to determine the range of wave amplitudes for which the CF behaves linearly in the SG98 model we first compare the CF's calculated using the SG98 analytic model alone for relative temperature fluctuation amplitudes of 0.1%, 1%, 5% and 10% at the altitude of the OH* emission layer peak \(z_{OH}\). The results (not shown) demonstrate that the CF behaves approximately linearly for wave amplitudes at \(z_{OH}\) of less than or equal to 1%, and strongly nonlinearly for wave amplitudes at \(z_{OH}\) greater than 1%. We therefore compare the CF's derived from the two models using a value of 0.1% for the relative temperature fluctuation amplitude at \(z_{OH}\).

In order to compare the influences of chemistry and dynamics on the OH nightglow, Walterscheid et al. [1987] inferred chemical time constants in an operational sense by determining the time scales at which significant differences existed between model results obtained based on including chemistry and dynamics together with those based on including dynamics alone. Commonly, chemical time constants are calculated from the chemical loss rate of each species, but nonlinear chemistry causes the system to be highly coupled so that this method can give erroneous results [Prather, 1994; Xu and Smith, 2003]. The chemical time
constant for $O_3$ is of the order of 10 min, so that dynamical and chemical time scales are comparable. The chemical time constants for H and O are longer than 10 hours, which is longer than typical gravity wave periods of interest [Walterscheid et al., 1987]. Here we also use the approach of Walterscheid et al. [1987] in order to evaluate the dominance of dynamics or chemistry in the calculated CF in the full-wave model (note that we do not perform such sensitivity tests using the SG98 model). In the case of dynamics alone, we set all rate constants equal to zero in the full-wave model in the evaluation of minor species perturbations (that is, in equation (15)). In the case of chemistry alone in the full-wave model the major gas fluctuations $\tilde{v}$, $\tilde{r}$ and $\tilde{r}/C_1$ are set to zero on the right side of (15).

3.1. Wave Amplitude Profiles

We compare the propagation of gravity waves in a nonisothermal atmosphere (full-wave model) to that for an isothermal atmosphere (SG98 model) by choosing two gravity waves having intrinsic phase speeds of 50 m/s and 110 m/s, and each having a horizontal wavelength of 500 km. The amplitude of the temperature perturbation for each of these waves (which are all equal at height $z_{OH}$) is plotted as the function of altitude in Figure 3. The results derived from the full-wave model show that the faster gravity wave (larger vertical wavelength, dotted curve) is less dissipated than the slower gravity wave (smaller vertical wavelength, dashed curve), as expected [e.g., Pitteway and Hines, 1963; Richmond, 1978]. The SG98 model primarily considers undamped gravity waves but it can include damping by setting a parameter $\beta$ to be nonzero (as discussed later). The two temperature perturbation amplitude profiles derived using a value of $\beta = 0$ in the SG98 model and labeled “undamped wave” in Figure 3 exhibit identical variations with altitude. In addition, in the SG98 model the gravity waves grow exponentially with height with a constant scale-height. In the full-wave model the scale-height (not shown) and mean temperature vary continuously with height and consequently, below $\sim 110$ km altitude, the wave amplitude of the faster (undamped) gravity wave grows at a faster rate than it does in the isothermal SG98 model. This means that fluctuations in temperature (and also in the VER) will be essentially larger above $z_{OH}$ in the nonisothermal full-wave model than in the SG98 model. This will contribute to differences between CF’s derived for an isothermal atmosphere and those derived for a nonisothermal atmosphere.

In addition to the amplitude profiles shown in Figure 3 we also considered the case of a constant amplitude over altitude in the LS03 model (not shown) by setting their $\beta$ equal to unity. This value of $\beta$ mimics wave saturation associated with breaking gravity waves [Fritts, 1984]. Results obtained using values of $\beta = 0$ and $\beta = 1$ are considered in our comparisons.

3.2. Isothermal Atmosphere

Here the atmosphere is assumed to be isothermal with a constant mean temperature of $\sim 194.7$ K as previously discussed. Full-wave model results are presented for calculations based on complete dissipation (nonadiabatic) and reduced dissipation (quasi-adiabatic). For quasi-
adiabatic simulations the molecular diffusion coefficients in
the full-wave model are all significantly reduced to a
fraction of their nominal values. In addition, the eddy
diffusivity is taken to be a constant equal to a small
“background” component (~0.1 m² s⁻¹).

[29] The CF’s derived from the SG98 and full-wave
models for λₜ = 100 km are shown in Figure 4. The wave
intrinsic phase speeds range from 30 m s⁻¹ to 180 m s⁻¹
corresponding to wave periods ranging from ~55 min to
~9 min, respectively. For all results shown the vertical
wavelength decreases as the phase speed decreases, causing
the CF to decrease due to increased destructive interference
over altitude between the positive and negative fluctuations
in VER [Schubert et al., 1991; Hines and Tarasick,
1994; Taylor et al., 1995; Swenson and Gardner,
1998; Walterscheid et al., 1999].

[30] The full-wave results presented in Figure 4 show that
the CF’s derived from the full-wave model are insensitive to
the dissipation in the model for gravity waves with phase
speeds less than about 90 m s⁻¹. For the faster gravity
waves shown with phase speeds greater than about 90 m s⁻¹
the calculated CF’s display undulations that arise due to
the effects of reflection from the middle thermosphere
(~250 km altitude) associated mainly with evanescence
(with some contribution from the effects of strong gradients
in temperature and molecular diffusion). This reflection that
affects faster gravity waves is discussed in more detail in the
discussion section. The differences arising between the
adiabatic and nonadiabatic cases are due to the larger
amplitude of the downward propagating (reflected) gravity
wave in the airglow region in the adiabatic case associated
with less dissipation.

[31] In order to assess the relative importance of dynamical
and chemical effects in the full-wave model, in Figure 4
we also compare the CF’s obtained with all processes
included together (curves labeled “A”) with those obtained
considering either chemistry (“B”) or dynamics (“C”) alone.
For the fast high-frequency gravity waves (periods ~10 min to 15 min) the CF’s calculated including all
processes together (dashed-triple-dotted curve, labeled
“A”) are similar to those derived including chemistry alone
(long-dashed curve, labeled “B”). The CF’s derived from
the full-wave model including all processes together
(dashed-triple-dotted curve, labeled “A”) approach the
CF’s derived including chemistry alone (long-dashed curve,
labeled “B”) for high frequency gravity waves. Overall
comparison between the full-wave model results obtained
including all processes (curves “A”) and neglecting either
chemistry or dynamics (curves “B” and “C”) shows that all
processes need to be included in the calculation of the CF
over a broad range of phase speeds and wave periods.

[32] The SG98 model CF and LS03 model CF are also
compared to the full-wave model CF’s in Figure 4. The
SG98 model CF (thick solid curve) is always smaller than
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**Figure 4.** The CF plotted as a function of gravity wave intrinsic phase speed for λₜ = 100 km and
calculated for an isothermal atmosphere. Results are shown for the SG98 model (thick solid curve) and
for the LS03 model (thin solid curve). Nonadiabatic full-wave model results are shown based on
dynamics and chemistry together (A, dashed-dotted curve), chemistry alone (B, short-dashed curve), and
dynamics alone (C, dotted curve). Quasi-adiabatic full-wave model results are shown based on dynamics
and chemistry together (A, dashed-triple-dotted curve), chemistry alone (B, long-dashed curve), and
dynamics alone (C, long-dashed, short-dashed curve).
the full-wave model CF calculated including all processes (curves “A’’). For the slower gravity waves considered with phase speeds between 30 m s\(^{-1}\) and \(\sim 50\) m s\(^{-1}\) the SG98 model CF’s and full-wave model with dynamics only CF’s (curves “C”) agree remarkably well with each other. For the faster gravity waves the LS03 model CF’s based on saturation \((b = 1)\) (thin solid curve) are comparable to the full-wave model CF’s that include chemistry (curves “A” and “B”). For the slower gravity waves the LS03 model CF’s equal the approximate average of the two full-wave model CF’s that include chemistry (curves “A’’ and “B’’). It is also interesting to note that the SG98 model CF’s (thick solid curve) and the full-wave model including only dynamics (dotted curve and long-dashed, short-dashed curve) are very similar for gravity waves with phase speeds of less than about \(60\) m s\(^{-1}\).

[33] The CF’s derived from the SG98, LS03 and full-wave models are shown for \(\lambda_h = 500\) km in Figure 5. The wave intrinsic phase speeds range from \(30\) m s\(^{-1}\) to \(180\) m s\(^{-1}\) with corresponding wave periods ranging from \(4\) hours \(37\) min to \(46\) min, respectively. As noted for the \(\lambda_h = 100\) km results, the full-wave model CF’s exhibit undulations as a function of phase speed for phase speeds greater than about \(100\) m s\(^{-1}\) as a consequence of the effects of wave reflection, as explained more completely in the discussion. The CF’s derived from the full-wave model including all processes together (dashed-triple-dotted curve, “A”) and including chemical process alone (long-dashed curve, “B”) differ by a factor of \(\sim 2\) from each other for slow gravity waves having periods of several hours. The CF’s based on chemistry alone exceeds that due to dynamics and chemistry at these periods. At these long periods the smallest CF’s arise in the case of dynamics alone. For the longest period gravity waves and for dynamics and chemistry included together (dashed-triple-dotted curve, “A”) the CF’s derived from the full-wave model are greater by a factor of \(\sim 6\) than those derived from the SG98 model (thick solid curve), suggesting that for a given wave amplitude the full-wave model predicts that a gravity wave may be more easily observed in the airglow than the SG98 model would suggest. It is interesting to note that the SG98 model CF’s (thick solid curve) and the full-wave model including dynamics only CF’s (dotted curve and long-dashed, short-dashed curve) are very similar for gravity waves with phase speeds of less than about \(70\) m s\(^{-1}\).

[34] For the \(\lambda_h = 500\) km gravity wave the full-wave model CF’s are more influenced by dissipation in the low frequency region compared to the results discussed for the \(\lambda_h = 100\) km gravity wave in Figure 4. However, the effects of dissipation do not have a dominant influence on derived values of CF at any wave period for the \(\lambda_h = 500\) km gravity wave. Therefore, for the remainder of the results section, only quasi-adiabatic simulations (neglecting dissipation) will be considered.

3.3. Nonisothermal Atmosphere

[35] In this case the nonisothermal mean temperature profile of 15 December calculated from the MSIS-90 model is employed (Figure 1), and the diffusion coefficients previously used to represent quasi-adiabatic motions are used, as described in section 3.2. Results are presented only for the full-wave model because we are specifically interested in exploring the effects of a nonisothermal mean state atmosphere on gravity waves in the airglow, which the SG98 and LS03 models do not include.
The CF’s derived from the full-wave model including both dynamics and chemistry are shown in Figure 6 for $\lambda_h = 100$ km and for $\lambda_h = 500$ km and for gravity wave propagation in both an isothermal and nonisothermal atmosphere. For a given value of horizontal wavelength and for phase speeds smaller than about 130 m s$^{-1}$ the CF’s calculated for a nonisothermal atmosphere are greater than those calculated for an isothermal atmosphere. This is expected based on the results shown previously in Figure 3, where gravity wave amplitudes are larger in a nonisothermal atmosphere at altitudes above the peak of the OH emission layer. For waves with phase speeds greater than about 100 m s$^{-1}$ the CF’s exhibit undulations whose amplitude increases with increasing phase speed. This is particularly so for the $\lambda_h = 100$ km gravity waves propagating in a nonisothermal atmosphere, where extremely large undulations in the CF are seen. These waves experience reflection in the middle to lower thermosphere region where they become evanescent due to the local Brunt-Väisälä period increasing to a value greater than the wave periods. In the case of gravity wave propagation in an isothermal atmosphere the strong height variation of wave dissipation leads to a breakdown in the WKB approximation for fast gravity waves having large vertical wavelengths and strong reflection occurs [Lindzen, 1968; Yanowitch, 1967, 1969; Chapman and Lindzen, 1970]. Within the airglow region the faster upward and downward propagating gravity waves interfere leading to undulations in the calculated CF’s. These effects and their relevance to observations are discussed in more detail in the section 4.

3.4. Effects of Mean Winds

Mean winds cause a Doppler shifting of gravity wave frequencies with important consequences for propagation. If the horizontal wind speed equals the horizontal phase trace speed at any particular level (the so-called “critical level”) the Doppler shifted frequency (intrinsic frequency) is zero and the wave is either absorbed in the mean flow or partially reflected depending on the local Richardson number [Booker and Bretherton, 1967; Hines and Reddy, 1967; Jones, 1968; Breeding, 1971; Bowman et al., 1980]. Alternatively, a wave propagating in a direction opposite to the mean wind is Doppler shifted to higher frequencies towards the local Brunt-Vaisala frequency, and will be reflected for a large enough wind. The diurnal winds act as a time-dependent filter of gravity waves propagating upward into the thermosphere producing an observed time-dependent direction of preferred propagation [Cowling et al., 1971; Morton and Essex, 1978; Waldock and Jones, 1984]. A similar preferred direction of gravity wave propagation has been observed in the mesopause region [Taylor et al., 1993]. The most striking example of the effects of mean winds on gravity wave propagation directions is associated with the seasonal variation of stratospheric winds, which preferentially block eastward propagating gravity waves during winter and westward propagating gravity waves during summer. The subsequent momentum deposition in the mesosphere due
to breaking gravity waves drives a diabatic circulation that is responsible for the cold summer/warm winter mesopause temperatures [Lindzen, 1981; Holton, 1982].

[38] In this section the effect of background winds on derived cancellation factors is determined using the full-wave model including all processes together (dynamics, chemistry, and a nonisothermal mean state) by including empirical mean winds prescribed using the Horizontal Wind Model (HWM) [Hedin et al., 1996]. Cancellation factors are not presented for the SG98 and LS03 models because they do not include wind effects. Although mean winds vary with position (altitude, latitude, and longitude), season and local time (and also with the level of solar and geomagnetic activity at thermospheric altitudes), we consider only two wind profiles, one representing summer and the other representing winter. Detailed results are presented for the winter winds, while the summer wind results are only briefly discussed. Consideration of a larger number of different wind profiles in our simulations is beyond the scope of this paper.

[39] Hickey and Brown [2002] demonstrated that realistic mean winds (as provided, for example, by lidar measurements) can significantly influence the airglow response to certain gravity waves propagating through airglow emission layers. In particular, it was discovered that the existence of critical levels within the airglow layers, where the gravity wave intrinsic phase speed is zero, had a profound influence on the airglow response to the waves. Unfortunately, the HWM mean winds do not lead to critical levels in the vicinity of the OH airglow region for any of the gravity waves we consider, and so some of the more interesting effects associated with realistic winds cannot be assessed here.

[40] Simulations are performed for the northern hemisphere winter (15 December) using the mean state temperature (Figure 1) and nominal eddy diffusion coefficients discussed earlier. The altitude variations of the mean meridional and zonal winds are shown in Figure 7. The zonal wind (solid curve) is larger than the meridional wind (dashed curve) throughout the middle atmosphere including much of the OH airglow region. The strong wintertime eastward (westerly) winds throughout the stratosphere and the lower mesosphere leads to critical level filtering (blocking) of eastward propagating gravity waves with phase speeds less than about 65 m s\(^{-1}\) so that these waves will not reach the airglow region in the upper mesosphere. Consequently, we do not present the calculated CF’s for waves with eastward phase speeds of less than about 65 m s\(^{-1}\). For altitudes between 80 km and 100 km (the approximate bottom side and top side, respectively, of the OH VER layer, as seen in Figure 2) the maximum meridional and zonal wind speeds are \(\sim 14\) m s\(^{-1}\) and \(\sim 30\) m s\(^{-1}\), respectively. Thus, within the airglow region, wind speeds are quite modest. At slightly higher altitudes (\(\sim 150\) km) both the meridional and zonal wind speeds are about 50 m s\(^{-1}\), which can influence the derived CF’s for some of the shorter period waves, as described in the discussion section.

[41] The cancellation factors are shown as a function of extrinsic phase speed for \(\lambda_n = 100\) km in Figure 8. With the inclusion of mean winds wave propagation in the eastward (solid curve), westward (dashed-triple-dotted curve), northward (dashed-dotted curve) and southward (long-dashed curve) directions was considered. Without loss of generality, wave propagation was considered in the eastward direction in the windless case (short-dashed curve). For eastward propagation with winds (solid curve) the CF increases.
dramatically for the slower phase speed waves shown ($\leq 65 \text{ m s}^{-1}$), which results from critical level encounters in the middle part of the mesosphere. As previously noted, these waves would not reach airglow altitudes and so the associated CF’s (and their apparently erratic behavior) are moot and therefore not shown.

[42] Comparison of the various curves in Figure 8 shows that the CF’s calculated for the fastest gravity waves with phase speeds exceeding about 120 m/s appear to be strongly influenced by the mean winds. As will soon be discussed, gravity wave events derived from airglow observations rarely (if ever) reveal gravity waves having very large propagation speeds ($\geq 100 \text{ m/s}$), and so results for these fast waves are unlikely to be relevant to observations. The CF’s calculated without winds (short-dashed curve in Figure 8) increase monotonically from a value near unity for a 30 m/s gravity wave up to a value of about 7 at 90 m/s. For phase speeds greater than 90 m/s the calculated CF’s display undulations that increase in amplitude with increasing phase speed. Qualitatively similar behavior is seen in the variation of CF with phase speed when winds are included for both northward propagation (dashed-dotted curve) and westward propagation (dashed-triple-dotted curve). For southward propagation with winds (long-dashed curve) the variation of the CF with phase speed is less than it is in the windless case. For eastward propagation with winds (solid curve) the undulations in the CF that occur at phase speeds greater than 90 m/s are smaller than those occurring for any of the other cases considered. For the slowest waves (phase speeds $\sim 30 \text{ m/s}$) the mean winds cause the calculated CF’s to vary by a factor of $\sim 2$ from the CF’s calculated without winds. In this case the CF’s vary between approximately 0.3 (for northward propagation with winds) and 2.2 (for southward propagation with winds), while the CF’s calculated without winds are $\sim 1.0$. The differences between the CF’s calculated for the different cases considered decrease as the propagation speeds increase from 30 m/s to $\sim 100 \text{ m/s}$. At 100 m/s the CF’s all lie between values of about 5 and 7. For the faster gravity waves ($\geq 100 \text{ m/s}$) the CF’s display undulations in all cases, with the smallest undulations occurring for both eastward and southward propagation with winds, and the largest undulations occurring for westward and northward propagation with winds. In the most extreme case considered (northward propagation at wave speeds near 175 m/s) the calculated CF’s can vary by a factor of $\sim 50$ from the CF’s calculated without winds. Observations of gravity waves in the airglow rarely, if ever, reveal such fast ($\sim 100 \text{ m/s}$) propagating gravity waves. These, and other considerations to be addressed in the discussion section, suggest that in practice these wind effects occurring at very large phase speeds are unlikely to be ever confirmed by, or relevant to, observations. The reasons for the existence of undulations in the calculated CF’s occurring for the faster waves (which are not model artifacts) are explained in detail in the discussion section.

[43] The corresponding results for the case of $\lambda_h = 500 \text{ km}$ and winter (15 December) winds (not shown) are different than the $\lambda_h = 100 \text{ km}$ case. The cancellation
factor exhibits much less variation with phase speed than in the $\lambda_h = 100$ km case (the individual curves are flatter than before) and the strong undulations seen in Figure 8 for the $\lambda_h = 100$ km case are replaced by fairly smooth, small amplitude undulations. This difference is primarily due to the fact that for the fast gravity waves the wave periods for $\lambda_h = 500$ km are long (several tens of minutes) so that these waves never become evanescent in the thermosphere and so never experience the strong reflections experienced by the fast $\lambda_h = 100$ km waves. The effects of mean winds on the cancellation factors are relatively small, and for waves with phase speeds of less than about 100 m/s the winds cause the cancellation factors to vary by no more than about 40%. This is in contrast to the factor of 2 effect of the mean winds noted for the slow $\lambda_h = 100$ km gravity waves.

The cancellation factors calculated for summer winds and for $\lambda_h = 100$ km (not shown) exhibit large undulations that increase in amplitude with increasing phase speed beyond $\sim 80$ m/s, and that are largest for eastward propagation in the presence of winds. Westward propagating gravity waves with phase speeds less than about 65 m/s encounter critical levels below the airglow region (the reverse of what was seen in the winter results), leading to a dramatic increase in the cancellation factors for slower waves which, however, would not be observed in the airglow. For gravity waves with propagation speeds less than about 80 m/s the derived cancellation factors appear far less sensitive to gravity wave propagation direction and winds than in the winter case, and the variation is typically only 50% from the windless case. The cancellation factors calculated for summer winds and for $\lambda_h = 500$ km (not shown) exhibit the least sensitivity to the mean winds, and for phase speeds less than about 100 m/s the winds cause the cancellation factors to change by no more than about 20%.

4. Discussion

The altitude distributions of the minor species involved in the airglow emissions vary considerably with location and time, constituting another source of discrepancy between models and measurements. This could be mitigated by using satellite-based measurements of airglow emissions to provide minor species profiles at the approximate time and location of the ground-based measurements, although simultaneous measurements are not always available. The cancellation factors derived from the full-wave and SG98 models are significantly different at long wave periods where chemistry dominates. The SG98 model used simplified chemistry with parameters based on a rather specific set of observations as described by McDade et al. [1987]. The full-wave model uses more complete OH chemistry with mean state minor species number densities derived from the MSIS-90 and Garcia-Solomon numerical models [Hedin, 1991; Garcia and Solomon, 1985]. We expect the latter approach to be more general because it is not tied to any specific observation, but it is also limited by its reliance on model-derived minor species number density profiles. Therefore accurate specification of minor species number density profiles is an essential requirement for model to model and any future model to observation comparisons.

We have considered the linear response of the airglow to gravity waves but 2-D nonlinear modeling studies demonstrate that nonlinear effects can be important at times and drive large secular variations of minor species and the airglow [Hickey et al., 2000b; Hickey and Walterscheid, 2001; Hickey et al., 2003; Xu et al., 2003]. The Swenson and Gardner [1998] and Swenson and Liu [1998] models can allow for a nonlinear gravity wave, but to facilitate comparison with the full-wave model we used small amplitude, linear gravity waves.

The cancellation factor is actually a complex quantity and we have discussed only its amplitude. The phase difference between the gravity wave temperature fluctuation and the airglow brightness fluctuation is also a useful quantity of interest. difficulties reconciling modeled and measured phase differences between airglow brightness fluctuations and brightness-weighted temperature fluctuations in earlier studies [Zhang et al., 1993a, 1993b] contributed to our understanding of wave ducting in the airglow region [Hines and Tarasick, 1994; Hickey, 2001a, 2001b]. Coordinated multi-instrumented measurement campaigns could provide the required data, which would then allow more rigorous testing of the models.

The oscillatory behavior of the CF’s with increasing phase speed is due to gravity wave reflection occurring from the lower thermosphere. This reflection has two fundamental causes. First, short period (fast) gravity waves can become evanescent as they propagate upward through the lower thermosphere where their period becomes comparable to or less than the local Brunt-Väisälä period. Mean winds will alter where this occurs by changing the intrinsic period of the waves. The mean winds (Figure 7) become quite large in the lower thermosphere, especially so for the meridional winds which reach speeds in excess of $\sim 50$ m/s (southward) near 150 km altitude. Therefore upward propagating gravity waves are significantly Doppler shifted at these heights. Waves traveling in a direction opposite to the mean wind (that is, westward or northward for the nominal conditions) will be Doppler shifted to shorter intrinsic periods causing wave reflection to occur sooner (that is, at lower altitudes). Alternatively, gravity waves propagating in the same direction as the mean wind (that is, eastward or southward for the nominal conditions) will be Doppler shifted to longer intrinsic periods causing wave reflection to occur later (that is, at higher altitudes). In this latter case it is possible that the gravity waves may never be reflected if their Doppler shifted (intrinsic) periods remain greater than the local Brunt-Väisälä period.

Second, partial reflections of upward propagating gravity waves can occur if the atmospheric refractive index varies appreciably over a vertical wavelength of a gravity wave, in which case the validity of the WKB approximation becomes questionable. This can occur due to the steep temperature gradient in the lower thermosphere (see Figure 1) and also due to the strong height variation of wave dissipation [Lindzen, 1968; Yanovitch, 1967, 1969; Chapman and Lindzen, 1970]. In both of these cases wave reflection is strongest for the faster gravity waves having large vertical wavelengths. For these waves the atmosphere appears more inhomogeneous [see, e.g., Einaudi and Hines, 1971] because the mean state atmospheric refractive index varies significantly over a vertical distance on the order of a
vertical wavelength (and the WKB approximation breaks down).

Here we have compared one numerical model to another in order to compare gravity wave effects in the airglow, but ultimately it is the comparison of model predictions to observations that is of importance. In this respect it is essential that the observations provide the required parameters for meaningful model predictions. Ground-based observations should provide extrinsic wave parameters (wave period, horizontal wavelength, and direction of propagation), mean winds as a function of height, and airglow brightness. The measurements need to be of a high enough sampling frequency and spatial resolution to resolve the waves of interest.

5. Conclusions

Model-derived cancellation factors allow gravity wave amplitudes to be calculated from the amplitude of observed airglow brightness fluctuations. Because gravity wave fluxes of momentum, energy, heat and constituents all depend on the square of wave amplitude, the derived wave fluxes of momentum, energy, heat and constituents observed in airglow brightness fluctuations. Because gravity wave amplitudes to be calculated from the amplitude of observed in airglow images. They are also found that mean winds are most important for the slower, shorter horizontal wavelength gravity waves. They are also important for the very fast (>100 m/s), short horizontal wavelength gravity waves that become evanescent in the thermosphere and are reflected, but these waves are rarely observed in airglow images.
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