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Abstract

In today’s assessment processes, especially those evaluations that rely on humans to make subjective judgements, it is necessary to analyze the quality of their ratings. The psychometric issues associated with assessment provide the lens through which researchers interpret results and important decisions are made. Therefore, inter-rater agreement (IRA) and inter-rater reliability (IRR) are pre-requisites for rater-dependent data analysis. A survey instrument cannot provide “good” information if it is not reliable; in other words, reliability is central to the validation of an instrument. When judges cannot be shown to reliably rate a performance, item, or target, the question becomes why the judges’ responses are different from one another. If the judges’ ratings covary unreliably because the construct is poorly defined or the rating framework is defective, then the resultant scores will have questionable meaning. On the other hand, if the judges’ ratings differ because they have a true difference in opinion, this is of importance to the researcher and may not necessarily diminish the validity of the scores. The intraclass correlation coefficient (ICC) is the most efficient method to assess these rater differences and identify the specific sources of inconsistency in measurement. This study examined how ICCs can be used to inform researchers of the extent in which legitimate differences of opinion may appear as a lack of reliability and/or agreement, demonstrating the need for analyzing survey data beyond standard descriptive statistics. Overall, both the IRA and IRR correlations, as calculated by ICC, ranged from .79 to .91 indicating high levels of agreement and consistency in the scoring among the judges’ ratings. When group membership was accounted for the IRA values increased suggesting the common judges agreed more than those judges who varied in their perspectives.
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Introduction

Today’s society relies heavily on contemporary assessment tools that require humans to judge characteristics of an individual or another entity and assign it to a point on a defined scale according to a set of rules. This judgmental information is collected in the form of rater-dependent scales called rankings, comparisons, or one of the most popular types of measures, rating scales (Saal, Downey, & Lahey, 1980). For example, judges may be used to grade students writing an essay question, to score athletes’ performance in the Olympics, or to evaluate the feasibility of a new product (Stemler, 2004). No longer is psychology the only field utilizing judgmental information, now other areas of social and interdisciplinary sciences such as education, health care, marketing, human factors engineering, and industrial psychology are investing considerable resources to conduct these assessments (Saal, Downey, & Lahey, 1980). Assessments in education appear in a variety of forms, for example, to depict student strengths and weaknesses, to revise a curriculum, or to evaluate a school program (Linn & Gronlund, 2000). In medicine, it is natural to ask how often two healthcare professionals examining the same patients agree on the diagnosis data (Gwet, 2001). Managers must do everything possible to retain customers, and marketing and survey research plays an important role in increasing customer satisfaction. Human factors engineering involves an iterative process to seek and incorporate feedback about human behavior, capabilities, limitations, and motivation to the design and usability of everyday things (Sanders & McCormick, 1993). Industrial and organizational psychologists use ratings in the context of personnel selection, performance appraisals, and organizational improvement (Saal, Downey, & Lahey, 1980). A society without testing may sound
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tempting; however, the critical decisions that are based on the assessment effort and human judgement may have a significant impact on peoples’ lives (Cohen & Swerdlik, 2002).

Given this demand, there is an increased need for ensuring the adequacy and usefulness of assessment methods and the valid and reliable interpretations made from them (Donald & Denison, 2001: Krueger, 1993). In education research, for instance, invalid or unreliable measures can lead to erroneous conclusions and incorrect educational decisions, which can adversely impact students and teachers. Consider instructor evaluations, a widely-used assessment tool in higher education. Results may differ as a function of the item being worded differently or the timing of administration. Ratings might also differ across groups of students or if the ratings were completed at home instead of in the classroom. Even environmental issues such as poor lighting or an extreme temperature in the classroom might impact ratings (Light, Singer, & Willett, 1990). Essentially, the utility of the instrument is diminished to the extent that factors other than teaching skill influence student ratings (Light, Singer, & Willett, 1990).

While the evaluations given by raters may be influenced by factors other than the one of primary interest, the differences in the ratings are more likely a function of the raters than anything else. For example, during a road test for a driver’s license, the student may pass or fail based partly on who is sitting in the passenger’s seat and not on their performance behind the wheel (Cohen & Swerdlik, 2002). Or, people differ in terms of political views, not because some are right and some are wrong, but because they are different (S.M. Hall, personal communication, June 18, 2004). That is, their inter-individual differences emerge as one rater responds in a noticeably different manner
on a measure relative to another rater. Such variances in the ratings result in part from rater idiosyncrasies and subjectivity (i.e., raters’ true differences in perspective or opinion) or from survey idiosyncrasies (i.e., no two raters interpret the items in the same manner) (Brannick, 2003; Feldt & Brennan, 1989; Tinsley & Weiss, 1975). Traditional and new forms of assessment and their resultant scores are the lens through which researchers, policy makers, managers, and legislators indirectly observe people. Therefore, evidence regarding expanded concepts of validity and reliability is imperative to assure that the results provide valuable information to make important decisions (Linn, Baker, & Dunbar, 1992). Not surprisingly, researchers have devoted much time and effort to the science of refining measurement techniques called psychometrics (Saal, Downey, & Lahey, 1980). Psychometrics are mainly concerned with empirical data generated from an assessment tool and the statistical analysis and standardization of the results (i.e., validity and reliability) (Psychometrics, 2005).

The best way to confirm the psychometric quality of a measuring device is to examine the psychometric properties of the scores themselves. If researchers want to yield meaningful data, they cannot avoid establishing the integrity of their data (Thompson, 2003a). Prior to this evaluative work, the single most important first step toward producing useful and reliable findings is careful research design (i.e., survey methodology) (Light, Singer & Willett, 1995). The qualities that constitute a valuable assessment form include obvious elements such as clarity of directions, logical arrangement of questions and response categories, and convenience of administration, scoring, and interpretation, but the most important quality of the measuring device is its validity. An instrument with high validity provides the information the decision maker
needs to improve decisions (Cronbach, 1970). Validity will inform them most about their desired interest (i.e., construct); therefore, a quality instrument is defined as a set of items designed to elicit or describe a behavior in a specified construct (Fowler, 1993; Joint Committee, 1999). Equally important is presenting these items in such a way that they will elicit a similar response from test-takers who have similar perspectives (Murphy & Davidshofer, 2001). Assessing rating quality and estimating the reliability of raters’ scores impacts the ultimate utility (i.e., validity) of the data and the instrument itself. Basically, consistency of scores is important in determining whether or not an instrument can provide “good” information (Murphy & Davidshofer, 2001).

Relative to the weight that has been given to assessment information, researchers must move beyond simply recounting a property of the measure to investigating the psychometric implications (i.e., validity and reliability) of the results and the interpretations, and use of those results. Although determining the psychometric quality of a measurement is an essential statistical method, little research is reported in the literature and the training available regarding psychometric properties is even more limited in graduate and doctoral programs (Coleman, VanAken, & Shen, 2002; Thompson, 2003a). For this reason, most survey researchers tend to create simple descriptive statistics to communicate their results and interpretations, which often fail to capture what is really occurring within the survey instrument itself and its results. There is much more to be learned from survey interpretation rather than just generating statistics such as frequency counts, central tendencies (i.e., mean, median, and mode), standard deviations, tables and graphs. In practice, consider the manner in which survey results are often reported. Frequency distributions are probably the most common and
are a usual first step to organize the data using simple indexes (e.g., 25% of the respondents rated Item 4 as 3 or higher). Means probably best represent an entire group of scores and provide certain assumptions about the distribution of those scores (e.g., the average number or mean of correct answers given on a 10-word spelling test for 25 4th graders is 8.04). While standard deviations may help to fully understand the distribution of scores, all it tells the survey user is on average how much each score in a set of scores varies from the mean (Salkind, 2000).

Instead, the more advanced researcher will look for patterns of variability to measure if certain respondents systematically differ in their scores from one another and then quantify this agreement (or lack thereof) and consistency (or lack thereof). If two judges cannot be shown to reliably rate an individual’s observed behavior, what does that reveal about the particular scores, the scorers themselves, the individual, and the ultimate utility of the instrument? Since all forms of subjective assessment are susceptible to variability due to such factors as the raters, the rating scale, the sampling of the content or topic area, the tasks or items, and the test-taking environment, knowledge of inter-rater agreement (IRA) and inter-rater reliability (IRR) are critical in establishing best practices for evaluation of subjective data (Coleman, VanAken, & Shen, 2002; Linn, Baker, & Dunbar, 1992; Stemler, 2004). Tinsley and Weiss (1975) offered a framework that recommended whenever rating scales are applied and before the ratings can be accepted, evidence of both IRA and IRR of the ratings is required. “When both inter-rater reliability and agreement are low, the ratings are of no value and should not be used for research or applied purposes”, proposed Tinsley and Weiss (1975, p. 360). For the most part, the survey researchers that choose to investigate rater variability in survey responses
and obtain a low IRA and/or IRR correlation follow this procedure by revising or
discarding their instrument. They conclude that it is a function of poor survey
construction and not the “true” ideological differences among the judges’ perspectives.
However, the reality is a lack of IRA and IRR in response to specific items by various
groups of judges is still meaningful and may indicate legitimate differences of opinion
and not an artifact of survey idiosyncrasies (S. M. Hall, personal communication, August
25, 2004).

In addition to the limited knowledge about reliability analysis, researchers often
use the terms IRA and IRR interchangeably as if they mean the same thing (Goodwin,
2001). IRA refers to the extent that judges tend to make exactly the same judgments
about a rated subject. On a numerical scale, the judges assign exactly the same values
when rating the same item (Tinsley & Weiss, 1975). “Whereas inter-rater reliability is
the extent to which the raters order the participants’ performances, behaviors, or essays in
the same way,” defined Goodwin (2001). There are several statistical methods for
computing IRA and IRR and researchers should also be aware that different approaches
to analyzing results may shape different implications for how rating scores across
multiple judges are estimated (Stemler, 2004). Although there is no single, preferred
approach to assessing rater reliability, the methods of generalizability theory (“G” theory)
are best suited for scores derived from such measures (Joint Committee, 1999). The
intraclass correlation coefficient (ICC) is an extension of “G” theory. Unlike traditional
reliability techniques, ICC uses a familiar statistical method, the repeated measures
analysis of variance (ANOVA), to compare the different ratings of multiple judges and
compartmentalize the variability due to the raters and what is being rated, called targets
(i.e., items). This level of detail provides obligatory information about the properties of scores that are central to the validation of an instrument (Murphy & Davidshofer, 2001). Research that relies on subjective ratings must establish that the collected data meets some psychometric criteria for both reliability and validity. Therefore, it is the responsibility of the researcher to argue that the data represents a single construct of interest and there is a reasonable level of agreement\(^1\) among the raters. By analyzing judgmental data using ICCs the extent to which the judges’ ratings reliably covary (i.e., reliability) and are in absolute agreement can be determined. High levels of agreement indicate the various judges share a similar meaning of the construct being measured, regardless of whether or not they apply the construct similarly across targets. High levels of reliability indicate a consistent application of criteria across targets, even if each judge applies the criteria differently (i.e., some judges may be more lenient than others, but their resulting ratings covary). On the other hand, an analysis of data collected from distinct groups of judges who collectively hold legitimate differences in opinions, as a function of their group membership, may produce a low IRA correlation. As a result, if group membership is considered in the analysis the IRA value should be higher. Still, common judges responding to a well-developed survey with a well-defined construct may truly disagree with one another (i.e., low IRA), but in conjunction with a high IRR value indicates a consistent within-group application of criteria. It is important to note that a lack of variability within the judges’ ratings (i.e., ratings that are highly similar) will produce a lower IRR correlation causing the scores to appear unreliable even though they are accurately reflecting raters’ true scores. This condition may occur particularly if

---
\(^1\)When continuous rating scales are used “agreement” reflects similarity across raters in the resulting rankings of the targets.
group membership is considered in the interpretation of the data due to the homogenous nature of a group of common judges. Nevertheless, the degree of agreement or consistency that exists between the judges is what makes validity possible (Cohen & Swerdlik, 2002; Lahey, Downey, & Saal, 1983; Linn & Gronlund, 2000). Table 1 describes those conditions in which the outcomes of IRA and IRR may be low or high due to either rater idiosyncrasies and subjectivity or survey idiosyncrasies.

<table>
<thead>
<tr>
<th></th>
<th>Low IRA</th>
<th>High IRA</th>
<th>Low IRR</th>
<th>High IRR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rater Idiosyncrasies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raters possess true differences in perspective or opinion</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Raters truly agree about the items of interest (i.e., homogeneity)</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Raters inconsistent in their application of shared criteria</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Raters consistent in their application of shared criteria</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systematic rater errors (i.e., restriction of range)</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Survey Idiosyncrasies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Items are ambiguous or have multiple meanings</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Items are clear and concise</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Inconsistent administration across multiple administrations</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1 shows those conditions in which the outcomes of IRA and IRR may be low or high due to either rater idiosyncrasies and subjectivity or survey idiosyncrasies.

The main purpose of this study is to examine the extent to which legitimate differences in opinion among groups of raters can appear as lower IRA and IRR correlations. The data provided for this study was collected from expert raters via an
authentic survey instrument designed to measure the value and impact of Engineering Criteria 2000 (EC2000). EC2000 are adopted outcomes-based criteria used by the Accreditation Board of Engineering and Technology (ABET) to accredit programs in applied science, computing, engineering, and technology at colleges and universities across the nation. Appendix A contains a brief background in respect to ABET and EC2000. A sample of ABET representatives as well as non-ABET members from the engineering community were presented a set of EC2000 related questions specific to their profession. The survey instrument and its resulting data were used primarily as a real-world vehicle, maintaining important characteristics of the judges and the task, to propose a framework that can and should be applied outside the realm of EC2000.

Validity vs. Reliability: Their Interrelatedness

Validity, in terms of psychometrics, is used to describe the function of what the scores on a measure mean, or the meaningfulness of the scores. The instrument itself is not being validated, but the inferences and conclusions reached on the basis of the scores. Also, built in to a judgment of validity is a judgment of usefulness (Cohen & Swerdlik, 2002; Murphy & Davidshofer, 2001). Validity, which is based on appraisals of relevance and utility, is unlike reliability, which is essentially a technical issue. Furthermore, validity is a matter of degree, not all or none. Therefore, validity refers to the degree to which “empirical” evidence justifies or nullifies the adequacy and appropriateness of what the scores mean. It is an evolving property which can be enhanced or reduced by new modes of assessment, new findings, or changing social conditions (Messick, 1989).

Whereas validity is concerned with the appropriateness of the interpretations made from the results, reliability refers to the consistency of those results. Reliability is a
necessary condition and precursor to validity, meaning an instrument can be no more valid than it is reliable. One cannot ask the question, “Does it measure what it purports to measure?” because, without reliability, there is no “it”. Reliability provides the consistency that makes validity possible; hence, an assessment tool that produces totally inconsistent results cannot provide valid information about whatever is being measured. The scores must be shown to be reasonably consistent over different conditions, different samples, or different raters of the same performance or the instrument will have little utility. Therefore, it would be beneficial to spend as much effort on improving an instrument as assessing its validity (Cronbach, 1970; Linn & Gronlund, 2000; Sawilosky, 2000).

Survey Methodology

A “good” survey, one that obtains meaningful and valid results, is not created by chance; it is usually the result of careful design (i.e., concept, construction, selection of items, and administration) (Fowler, 1993). Associated with a good instrument is a scoring procedure (i.e., scoring rubrics and rater training) that allows researchers to accurately quantify and interpret behavior (Joint Committee, 1999). At the same time, these elements, test construction, test administration, scoring, and interpretation, also contribute to the sources of measurement error reflected in an individual’s score. Figure 1 illustrates the different components of error found in a hypothetical measure (Cohen & Swerdlik, 2002, p. 140). Essentially, better survey design is one of the least costly ways to minimize the effects of measurement error and improve survey results (Fowler, 1993).
**Errors of measurement.** In simplest terms, “error” refers to the factors of the observed score on a measure that is unrelated to the construct of interest. An individual’s observed score will always reflect at least a small amount of error. For example, on an ability test, an individual’s score captures their “true” score on the ability being measured, as well as error. It can make the individual’s ability appear lower or higher than their true or actual ability or if the errors have little effect on their ability scores, then they should accurately reflect an individual’s ability (Cohen & Swerdlik, 2002, Joint Committee, 1999). This variation in scores may be due to fluctuations in memory, attention, motivation, or fatigue; changes in health, experience, or environment; or misinterpretations of the wording of an instrument or especially subjective judgements.
made by humans, in other words, “...those rooted within the examinees and those external to them” (Joint Committee, 1999, p.26). Survey developers would prefer to base their conclusions on an ideal, error-free value; however, an observed score is actually what all tests can produce, because the attributes sampled are limited and the test cannot be repeated exhaustively until all errors balance out or until an average score is obtained that more closely approaches their true score (Cronbach, 1977; 1990). The difference between an individual’s observed score and their true score on a measure is called error. It can be expressed as the observed score equals the true score plus error represented as $X = T + e$. Information about measurement error allows researchers to predict the range of fluctuations likely to occur in an individual’s score due to factors that are not considered to be a part of the construct of interest and it is essential to the study of reliability (i.e., the more consistent test scores are from one measurement to another or one rater to another, the less error there is and the higher the reliability). Moreover, this consistency of test scores is important in determining whether a test can provide good measurement (Murphy & Davidshofer, 2001).

Variance is a useful statistic to describe variability, dispersion, or spread of scores. Although variance is used as a practical measure of variability in many statistical formulas, it is not often applied directly to a set of data because it is based on squared deviation scores. The standard deviation is computed as an average distance from the mean. The larger the standard deviation, the more spread the values are, and more different they are from one another. The formula for computing the standard deviation is as follows:
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\[ s_x = \sqrt{\frac{\sum (X - \bar{X})^2}{N - 1}} \]  \hspace{1cm} [1]

where, \( s_x \) is the standard deviation, \( \sum \) is the sigma or find the sum of what follows, \( X \) is each individual score, \( \bar{X} \) is the mean of all the scores, and \( N \) is the sample size, or for any variance computation this is also referred to as the degrees of freedom (\( df \)), the number of scores minus one. Therefore, the equation for variance (\( s_x^2 \)) is:

\[ s_x^2 = \frac{\sum (X - \bar{X})^2}{N - 1} \]  \hspace{1cm} [2]

As a measure of variability, the standard deviation and the variance are similar, however, the standard deviation is stated in the original units that it was derived from and the variance is stated in units that are squared. The much more interpretable measure is, for example, on average, each person in a distribution of 10 different people is within 3.7 years of the group mean of 25 years rather than the average difference between each person is 13.67 years squared from the mean (Salkind, 2000).

In classical test theory, reliability is defined as the ratio of the true score variance to the total score variance and total score variance in an observed distribution of scores equals the sum of the true variance (variance from true differences) plus the error variance (variance from irrelevant sources of variability). The greater the proportion of the total variance attributed to true variance, the more reliable the test (Cohen & Swerdlik, 2002). The value of a reliability estimate, expressed as \( r \), will always range between 0 and 1. If a measure is perfectly reliable, there is no error in the measurement and everything observed is a true score, then the reliability of the scores will be equal to 1. If a measure is perfectly unreliable, the measure is entirely error and there is no true
score, the reliability of the scores will be equal to 0. For instance, a score reliability \((r^2)\) of .5 means that about 25% of the variance of the observed score is attributable to error. A score reliability \((r^2)\) of .8 means the variability is about 64% true ability and 36% error (Trochim, 1999).

However, there is a flaw in this concept of reliability; if a group of respondents to a normally reliable instrument are homogenous (i.e., similar) then variability in their true scores is attenuated making the measuring instrument appear unreliable although it is providing precise and accurate measurements. Likewise, the reliability of a measuring instrument can be inflated by sampling only “extreme” raters. In other words, artificially enhancing the variability of the people within a group will make \(r\) bigger. Still, the role of homogeneity in attenuating \(r\) does not make it a useless parameter: instead it tells the researcher about the disposition of the group of respondents. It might indicate that there are “true” differences in perspective among the group. Of course, one can never eliminate all the effects of measurement error, but by investigating measurement error and applying good design its potential influence can be minimized and can provide a better answer to the usefulness of a measure (Cronbach, 1990; Joint Committee, 1999; Linn & Gronlund, 2000; Murphy & Davidshofer, 2001).

Survey construction. Survey objectives and methods are diverse. Some have far-reaching uses, while others meet very specific needs (Fink & Kosecoff, 1985). The development of a new measure may be in response to a new research frontier or to address a practical problem. Many instruments are designed to measure a hypothetical construct (i.e., anxiety, intelligence) that are measurable only to the extent that they are linked to observable behavior. Therefore, it is evident that the first step to designing a
survey is to clearly define the topic of study. Behaviors related to the construct that are not defined properly may cause results to be confusing and difficult to interpret, which may lead to measurement error (Bordens & Abbott, 1999; Cohen & Swerdlik, 2002).

Another source of error variance during survey construction is item sampling. This step involves generating an *item pool*, or a reservoir of items to be drawn from or discarded on the final version that comprehensively samples the content domain. A pool of items may be developed by writing a large number of items from personal experience, interviews with experts in targeted industries, or through research literature (Cohen & Swerdlik, 2002). Some survey developers use the technique of drawing on one particular theory and translating the ideas of that theory into questionnaire items (Murphy & Davidshofer, 2001). According to Fowler (1993), a good question has the following properties: 1) the question-and-answer process is entirely scripted so that the questions, as written, fully prepare the respondent to answer, 2) the questions mean the same thing to every respondent, and 3) the kinds of answers that elicit appropriate responses to the questions are communicated consistently to every respondent. However, two separate assessment tools measuring the same skill would differ in the way the items are worded and the exact content sampled. The extent that the respondent's score is affected by these extraneous factors is a source of error variance (Cohen & Swerdlik, 2002).

In addition to item construction, there are some common issues that survey developers need to take into account when writing items such as the item length, the vocabulary used in the item (i.e., simple, neutral, universally understood words), implying the "correct" answer, and the presence of sexist, racial, or offensive language (Murphy & Davidshofer, 2001). Also, the various formats available to respond to an
item (i.e., constructed-response format, selected-response format, ranking, and rating scales) and their related advantages and disadvantages present a challenge for any survey author (Cohen & Swerdlik, 2002).

**Rating scale.** Rating scales are used extensively in psychological assessment, educational assessment, and other professional settings to record a graded response to a question. Basically, the respondent indicates the strength of a particular trait, characteristic, or attribute through a group of words, statements, or symbols meaningfully categorized along a continuum. A score can be calculated when numbers or other indices are assigned to different amounts of the trait, characteristic, or attribute being measured.

For example, a score reveals that an individual is thought to have more or less of the characteristic measured by the test and the higher or lower the score, the more or less of the characteristic they are thought to possess. Since developers scale an instrument to optimally fit their conceptualized measurement of the target trait there is no one method of scaling or a preferred type of scale (Cohen & Swerdlik, 2002). For instance, the Likert-type scale (1932, as cited in Cohen & Swerdlik, 2002) is used extensively in psychology, particularly in attitude or opinion measurement, and is usually reliable. Each item presents a respondent with as few as three or as many as 10 labeled alternative responses, usually indicating degrees of magnitude along a continuum. Respondents then are asked to consider the labels, consider their own attitude or opinion or someone else’s, and place themselves or others in the proper categories. A 10-point scale allows a wide range of choice without overburdening the respondents, especially if they avoid the extreme values (Cohen & Swerdlik, 2002). However, scales with five to seven points are used more frequently since using more scale values adds no more precision (Landy &
Farr, 1980). Weights are usually assigned to the different categories, a 1 for endorsement of items at one extreme, through 5 for endorsement of items at the other extreme. For example, if the response “bad” is assigned the value 1, “poor” the value 2, “fair” the value 3, “good” the value 4, and “excellent” the value 5, the higher the score the more the response is indicative of excellence. However, the difference between the attitudes of respondents who scored 2 and 3 on the scale is not necessarily the same as the difference between their score values of 3 and 4 or the attitudes of other respondents with the same scores. All that is known for sure is that 3 is greater than 2 and “good” is greater than “fair” (Cohen & Swedlik, 2002). Ordinal scales, like these, therefore, do not imply equal intervals between the numbers. Only true measures of distance are possible between the numbers for interval scales; the Fahrenheit and Celsius scales have these properties. For example, a temperature of 40 degrees is higher than a temperature of 30 degrees, and an increase from 20 to 40 degrees is twice as much as an increase from 30 to 40 degrees (Murphy & Davidshofer, 2001). Interval scales reach a level of measurement in which it is possible to take the average of a set of scores and obtain a meaningful result, however, such scales are difficult to construct (Cohen & Swerdlik, 2002; Murphy & Davidshofer, 2001). Since most psychological research does not meet the formal requirements for interval level measurement and since Likert-type scales only yield ordered data, researchers treat such measures as if they had full interval-scale properties maintaining there is some relative measure of equal distance between the ratings (Bordens & Abbott, 1999; Questionnaires, n.d. What are questionnaires and when can they be used?; Suskie, 1992). Tinsley and Weiss (1975) suggested interval-scale statistics could still be
applied to ordinal data without distortion as long as the assumption of equal intervals is not greatly inappropriate.

The 1970s and 1980s saw a significant upsurge of research on rating techniques and a standardization of definitions and procedures (Anastasi, 1988). Landy and Farr (1980) reviewed 30 years of extensive research literature on scale formats and concluded that researchers have probably gone as far as they can in improving rating formats. Essentially, current rating scale formats have relatively minor impact on the outcomes of ratings. Although respondents may have a preference for various physical arrangements (i.e., high and low anchors, graphic numbering system), these preferences seem to have little effect on rating behavior. Invariably, research has increasingly focused on the judgment processes that underlie rating scale formats particularly in performance evaluation and subsequent rater-training programs. So today, the question of who evaluates has become more important than the type of scale used (Murphy & Davidshofer, 2001).

**Rater error** Computer scanning and scoring programs have virtually eliminated any error variance previously due to the scoring processes. However, not all instruments are on paper and require a number 2 pencil. Some measures are anything but an objective, reliable, computer-scoring instrument. In these cases, especially where subjectivity is involved, the scoring system or the rater becomes the source of error variance (Cohen & Swerdlik, 2002). Whenever performances, items, or targets are judgementally scored, it is reasonable to ask whether another equally qualified judge would assign the same score (Linn & Gronlund, 2000). The degree of agreement and the consistency that exists between two or more scorers or judges is variously referred to as
inter-rater agreement (IRA) and inter-rater reliability (IRR), respectively (Cohen & Swerdlik, 2002). On this basis, an extensive theory of score reliability has been developed to account for the variability in raters’ scores. The goal of estimating reliability is to determine how much variability in scores is due to errors in measurement and how much is due to variability in true scores. Subsequently, systematic errors can be found in many rating situations (Murphy & Davidshofer, 2001).

Types of rater errors. Restrictions of range rating errors occur when raters tend to rate all individuals at approximately the same position on the scale. More specifically, generosity or leniency bias, as the name implies, reflect raters’ tendencies to use the high end of the scale only or in the case of severity bias, which occur less frequently, the lower end of the scaled is favored. A third type of response bias by some judges is central tendency errors in which the rater avoids both extremes of the scale and tends to rate everyone as average (Linn & Gronlund, 2000). Logical errors occur when the rater assumes there is a more direct relationship among traits than there actually is. For example, a teacher may tend to overrate achievement of a student who is gifted because they expect achievement and giftedness to go together or a teacher that underrates them on social abilities because they believe gifted students have poor social skills (Linn & Gronlund, 2000). Halo errors reflect raters’ tendencies to allow their overall evaluation of an individual to affect the evaluation of each specific aspect of that person’s performance. For instance, if a rater has a favorable attitude toward the person being rated there will be a tendency to give high ratings on all traits, but if the rater’s attitude is unfavorable, the ratings will be low. It is unlikely that most people are very good, very bad, or even average in all aspects of their performance. Therefore, a judge who rates
individuals as uniformly good or bad is not providing accurate ratings. For instance, a high or low rating might reflect the personal outlook of the rater rather than the actual performance or personal characteristic of the individual being rated. Or, the ratings of different individuals may be so close together that they fail to discriminate between the targets themselves or their strengths and weaknesses on different traits (Linn & Gronlund, 2000; Murphy & Davidshofer, 2001).

Survey administration Measurement error can also occur during administration of even a well-developed survey. People vary from day to day in terms of attention or motivation, mood, attitude, or effects of drugs, or their degree of anxiety, emotional stress, or physical health. Human nature creates individual variability when data are collected over one occasion and not another, or on more than one, the same, or different tests. Another source of error variance that can occur during administration is from the test-taking environment itself. Examples of these unfavorable influences include temperature, noise level, lighting, an annoying fly, or a broken pencil. The presence or absence of an examiner in the room and whether or not they follow the procedures set for a particular instrument are also potential sources of error variance. Essentially, any event or nuance during or across administrations that may alter individual responses is categorized as measurement error. Respondents may intentionally distort their responses, guess at items, carelessly answer items, or mistakenly mark their answer sheet for whatever reason, all of which will also contribute to measurement error (Cohen & Swerdlik, 2002).

Unfortunately, the effects of these conditions discussed here cannot be removed from observed scores and even more importantly, cannot be overcome by statistical
analysis. Errors of measurement are generally viewed as random and unpredictable, and therefore, “they constitute a source of construct-irrelevant variance and thus may detract from validity” (Joint Committee, 1999, p. 26). Consequently, information about measurement error and the difference or change in scores is exactly what reliability pertains to and is fundamental to the proper evaluation and use of an instrument (Joint Committee, 1999).

Sources of Validity Evidence

Previously, it was thought that different types of validity were appropriate for different purposes and sometimes incompatible with one another, but today validity is viewed as a unitary concept based on various kinds of evidences. Researchers now agree there are four major interrelated considerations or strategies for validating inferences made on the basis of test scores all with the same basic goal of understanding the meaning and consequences of scores—content, construct, assessment-criterion relationship, and consequence validity evidence (Linn & Gronlund, 2000). In essence, the actual validity of survey information begins with careful scrutiny of the instrument related to its intended use and desired inferences (Qualls & Moss, 1996).

Content validity evidence. Content refers to themes, wording, format, etc. of the items, tasks, or questions on an assessment tool (Joint Committee, 1999). Face validity provides a superficial idea of content considerations and adequacy of sampling tasks by looking at the survey items. If all the items appear to measure what the test is supposed to measure, then there is some evidence of content validity (Murphy & Davidshofer, 2001). However, face validity should not be considered a substitute for more rigorous evaluation, either logical or empirical, of content domain and sampling adequacy (Linn &
Gronlund, 2000). Content domain represents the total set of behaviors that could be used to measure a specific attribute of the individuals to be tested (Murphy & Davidshofer, 2001). Linn and Gronlund (2000) defined the essence of content consideration in validation, “...to determine the extent to which a set of assessment tasks provides a relevant and representative sample of the domain of tasks about which interpretations of assessment results are made” (p. 78). Assessing content validity is difficult to implement because it lacks an exact statistical measure. Instead, content validity is a judgment regarding the degree to which an instrument provides an adequate sample of the tasks for a specific content domain. Murphy and Davidshofer (2001) provided a method for systematic evaluation of the content validity of measurement. First, the content must be described. Second, the areas of the content domain that are measured by each item must be determined. And the final step in assessing content validity is to compare the content and structure of the measure with the structure of the content domain. For example, if test items are concerned with only a small portion of the domain, the measure will have little evidence of content validity. Likewise, a measure that appears to provide a representative sample of the major parts of a content domain will be evidence for high levels of content validity. Another technique frequently used in determining content area is observation. Experts or judges may rate the degree to which the content of the tool is a representative sample of the universe of behavior the tool was designed to sample. Lawshe (1975) quantified content validity as a method for gauging agreement among raters or judges regarding how essential a particular item is. For each item, the raters state whether it is essential, useful but not essential, or not necessary. If more than half the raters indicate that an item is essential, that item has at least some content validity.
As more of the raters agree that a particular item is essential, evidence of content validity increases. Lawshe developed a formula to calculate this index of validity called content validity ratio, or CVR (Cohen & Swerdlik, 2002). Lawshe’s CVR is represented at the item level as:

$$CVR = \frac{k_e - K/2}{K/2}$$

[3]

where \( k_e \) is the number of raters indicating the item essential and \( K \) is the total number of raters in the panel (Lindell & Brandt, 1999). A study of content validity evidence cannot assure the validity of measurement, however. Although a researcher may be able to establish that the domain is well understood, it is a representative sample from the domain, and the items are the best type of items sampled, the wording, for instance, may still be confusing or the response scales may be improper (Murphy & Davidshofer, 2001).

*Construct validity evidence.* A good measure of a specific construct is complex because constructs are often unobservable and based on an assumed, theoretical construction used to explain some aspect of behavior (Linn & Gronlund, 2000; Murphy & Davidshofer, 2001). Constructs represent abstract ideas of some regularity in nature and they can be summarized in a real, observable group of related events, phenomena, behavior, or objects. Murphy and Davidshofer (2001) provided an excellent description and example of a construct featuring gravity. When apples fall to the ground the construct gravity is used to explain and predict the apples’ behavior. It is impossible to see gravity; the only thing seen is the apple falling. Still, gravity is measured and theories are developed about this abstract force. A construct such as gravity is related to a number
of concrete objects and events. Once all is learned about gravity, a wider variety of phenomena may be predicted and generalizations can occur from an experiment involving falling apples to situations involving other falling objects. Happiness, intelligence, anxiety, etc. are other abstract attributes that researchers are interested in measuring. These things do not exist in the physical sense (e.g., vials of happiness cannot be collected); regardless, they must be measured in order to further theories.

Constructs are not limited to unseen forces or learning processes. Any real thing or event that is related, either directly or indirectly, to behavior or experience may be defined as a construct (Murphy & Davidshofer, 2001, pp. 154-155). To determine if an assessment tool is a good measure of a specific construct, the abstract construct must first be translated into concrete, behavioral terms. One way of systematically describing constructs is to identify behaviors that may relate to the construct under consideration. Then identify other constructs that may or may not be related to the construct being measured. And finally, identify any additional behaviors related to each of these additional constructs and determine whether each behavior is related to the construct being measured. Although this procedure does not define exactly what a construct is, it does show how that construct relates to a number of behaviors. The more that is known about a construct, the prospects are greater for determining whether an instrument is an adequate measure of that construct. There are a number of methods used to test the predictions based on a description of the construct such as calculating differences between control and experimental groups, patterns of relationships, individual variations in the respondent’s process, and changes over time. The most basic method is to correlate scores on the measure in question with scores on other measures (Joint
Assessing Reliability (Committee, 1999; Murphy & Davidshofer, 2001). The scores of any assessment can be expected to correlate substantially with the scores of other measures of the same construct. For example, a high correlation of scores would be expected between two scholastic aptitude tests, but a much lower correlation between a scholastic aptitude and a musical aptitude test (Linn & Gronlund, 2000). Campbell and Fiske (1959, as cited in Murphy & Davidshofer, 2001) proposed a useful technique when a number of methods are used to measure more than one trait or construct; a *multitrait-multimethod (MTMM)* matrix or table is comprised of correlating traits or constructs within and between methods. This type of study provides a vast amount of information for establishing construct validity. First, each construct is measured using a number of different methods to produce comparable sources. If the data are in close agreement (i.e., the different constructs converge to yield similar results) this suggests the constructs under consideration are, in fact, the constructs that the researcher meant to measure. Thus, a high correlation between measures of the constructs demonstrates convergent validity and provides stronger evidence of construct validity. Similarly, correlations between different measures of different constructs should be smaller than the correlations between different measures of the same construct. If the constructs chosen are clearly different, the measures of those constructs will not correlate highly, thus, providing evidence of discriminant validity. Unfortunately, data from a MTMM matrix can be difficult to interpret and requires a large number of separate correlation coefficients. Therefore, more shorthand statistical methods have been proposed including analysis of variance and factor analysis (i.e., exploratory and confirmatory factor analysis) (Cohen & Swerdlik, 2002; Murphy & Davidshofer, 2001). However, Cronbach (1988, 1989, as
cited in Murphy & Davidshofer, 2001) criticized most MTMM methods “as mindless and mechanical; the selection of traits and methods is more often based on convenience rather than on compelling hypotheses” (p. 164).

Both considerations, content domain and construct, can yield evidence that the instrument measures what it is designed to measure. Combinations of content and construct validity represent very strong evidence for the validity of a measurement. Some researchers believe that to some degree most content categories are constructs (Murphy & Davidshofer, 2001). However, Murphy and Davidshofer (2001) offered this fundamental distinction, “Content validity is established if a test looks like a valid measure; construct validity is established if a test acts like a valid measure” (p. 166).

Assessment-criterion relationship validity evidence. Criterion validity, also referred to as “evidence based on relations to other variables”, involves analyzing the relationship of scores to some valued measure other than the assessment itself, called a criterion (Joint Committee, 1999, p. 13). These external variables or criteria may include some criteria that the instrument is expected to predict, as well as relationships to other instruments assumed to measure the same or different constructs. Essentially, the focus of criterion-related validity is the degree to which scores obtained at a later time can be used to predict criteria or the correlation between data and criteria information obtained at the same time (Joint Committee, 1999; Murphy & Davidshofer, 2001). For example, prediction occurs when a supervisor estimates a potential hire’s score on a measure of job performance based on their score on some other measure, such as a computer literacy test. Thus, an applicant with high test scores is predicted to perform well on the job. It is unknown how the new hire will actually perform; therefore, the better the test, the more
accurate the predictions, and the more correct decisions. The predictions are validated if the worker hired actually does perform at a higher level than those who were not hired. Although a predictive validity strategy is considered an ideal strategy for estimating validity, it is usually not realistic or timely. For instance, the performance measures for those persons hired are obtained at some later date in order to correlate these measures with initial scores, which were obtained before making the hiring decision. Another objection to a predictive validity study is that the population in the study must be similar to the general population of applicants. Thus, managers previously making decisions on a random basis would be forced to accept a system of selection based on those applicants with low test scores who are more likely to fail (Murphy & Davidshofer, 2001). A practical alternative with sufficiently similar outcomes to predictive validity study is the concurrent validation strategy. In this approach, both test scores and criterion scores are obtained at the same time and the correlation is calculated between the two. Correlations between test scores and criterion measures in a highly selective population selected according to their test scores are used to estimate the validity of a test (e.g., pre-selected sample of present employees already performing at acceptable levels). However, restrictions of range errors, inability to discriminate performance (i.e., superior performances from acceptable performances of applicants), and differences in the populations under consideration are just some of the problems with most concurrent studies (Murphy & Davidshofer, 2001).

**Consequence validity evidence.** Messick (1989) argued persuasively that the social (i.e., individual, institutional, or systemic) consequential basis of test use and interpretation should also become an integral part of validity. Determining if a measure
does what it is designed to do requires an evaluation of the intended and unintended social effects of its interpretation and use. Especially when results are used in high-stake decisions, the appropriateness of the intended purpose and the potential negative outcomes are major issues in the overall judgment of validity (Linn & Gronlund, 2000; Messick, 1989). Linn and Gronlund (2000) contended that the expansion of validity to include evidence based on consequences of use and interpretation of assessment results has been important in the recent movement toward more authentic alternative forms of assessment. For instance, proponents argue that a heavy reliance on standardized tests year after year, especially in state or school districts where students and teachers are being held accountable for results, has produced a number of unintended negative effects. The high-stakes associated with the test results lead teachers to focus narrowly on what is on the test and ignoring other important, untested parts of a curriculum. In addition to “teaching to the test”, scores are likely to rise over time changing the meaning of the results and the construct being measured (e.g., from mathematical concepts to memorization ability). Measures are designed with the hope that some benefit will be realized from their intended use. Therefore, a fundamental purpose of validation is to determine if these specific benefits are likely or not. Evidence about these consequences is collected, and in the case of standardized tests, the use of educational tests will improve student motivation or encourage changes in classroom instructional practices. Such claims are key aspects to the direct examination of consequences regarding validity. The validation would be confirmed by evidence in support of that claim (Joint Committee, 1999; Linn & Gronlund, 2000). Messick (1989) warned, “Even if adverse testing consequences derive from valid test interpretation and use, the appraisal of the
functional worth of the testing in pursuit of the intended ends should take into account all of the ends, both intended and unintended, that are advanced by the testing application” (p. 85).

The most powerful case can be made for validity if evidence is obtained regarding all four of these considerations. Although, one consideration may be of primary importance, an understanding of the other three are useful for greater validity and contribute to the validation of the meaning of assessment results and their interpretation (Linn & Gronlund, 2000). Many survey researchers consider reliability to be a part of validity, therefore, one cannot be discussed without the other. In addition, many survey researchers claim an assessment that produces totally inconsistent results cannot possibly provide valid information. Thus, full validation requires examination of the differences in scores to reveal important information about the components of disagreements and inconsistencies. The purpose is to better understand why scores differ toward the ultimate goal of improving their consistency (Linn & Gronlund, 2000; Uebersax, 2003).

Methods of Estimating Reliability

According to the Standards for Educational and Psychological Testing (1999), no developer is exempt from the responsibility of fully investigating reliability using the most ideal approach, which entails independent replication of the entire measurement process. Reliability refers to the changes or differences in the scores of such measurements when repeated on a population of individuals or groups. However, as a practical matter in many testing situations, replication is not possible. It is often logistically difficult, time-consuming, and expensive to attempt to administer the same instrument to the same individuals twice only to establish the reliability of scores often
departing from the original intent of the study (Joint Committee, 1999; Murphy & Davidshofer, 2001). Additionally, reactivity and carryover effects may occur in this type of test-retest method. Reactivity is when the experience of taking the test can change the individual’s true score. For example, students who take a spelling test may look up the correct spelling of the words they were unsure of after taking the test resulting in a substantial change in true scores at the second administration. Also affecting true scores on the second test are carryover effects, when individuals recall their original answers and record the same pattern of right and wrong answers (Murphy & Davidshofer, 2001).

Therefore, some other broad categories of reliability have been recognized: 1) estimates derived from the administration of parallel forms in independent testing sessions (i.e., alternate-forms), 2) estimates obtained by administration of the same instrument on separate occasions (i.e., test-retest), 3) estimates based on the relationships among scores derived from individual items or subsets of the items within an instrument, all data accruing from a single administration (i.e., internal-consistency), and 4) estimates derived from scores that involve observations of behaviors or performances, evaluations of products, or requires a high level of judgment (Joint Committee, 1999). As one can see, there is more than one approach to estimating reliability and no single method of investigation can cover all situations and all relevant facts. Yet, the Standards for Educational and Psychological Testing (1999) ruled, “The reporting of reliability coefficients alone, with little detail regarding the methods used to estimate the coefficient, the nature of the group from which the data were derived, and the conditions under which the data were obtained constitutes inadequate documentation. General statements to the effect that a test is “reliable” or that it is “sufficiently reliable to permit
interpretations of individual scores” are rarely, if ever, acceptable” (p. 31). Basically, researchers are obligated to provide potential test users as well as consumers with sufficient data to make informed decisions about the confidence that can be placed in any measurement and the measurement process (Joint Committee, 1999).

However, evaluations such as these are the exception, rather than the norm (Fowler, 1993). Qualls and Moss (1996) examined the extent that researchers complied with these guidelines in published research. All too often, reliability and validity evidence supporting the use of a particular instrument was not reported. Score reliability information was reported for 41% of the instruments analyzed and validity information was offered for only 31.7%. Additionally, in more cases than not, score reliability was reported in the absence of validity evidence. In a later study, Whittington (1998) identified some of the most common reporting failures related to reliability and validity in educational research literature. He found that 61% failed to report any reliability evidence, 79% failed to report information about the development and/or piloting of new measures, and 45% failed to report evidence of inter-rater reliability of scores for open-ended measures or observations. And finally, Hogan, Benjamin, and Brezinski (2000) encountered a number of problems in their attempt to examine the frequency of use of various types of reliability in the APA-published Directory of Unpublished Experimental Mental Measures. In some instances the reliability reported in the directory was not based on the study cited but on some other source. Situational specificity of a measure also applies to score reliability just as it does for establishing validity. The authors warn, “The user of the directory might assume that the reliability is based on the article cited in the directory, but this is not a safe assumption” (pg. 66). Reporting adequate information
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about a measure’s score reliability allows the user to judge the adequacy of its results. Since most research is built on the work of others, it introduces a foundation of questionable evidence into studies that are used to inform decisions of great magnitude such as how pilots are trained to fly airplanes or how to identify life-threatening illnesses (Anastasi, 1988; Whittington, 1998).

Classical Test Theory vs Modern Test Theory: Approaches to Reliability Estimation

While traditional methods of estimating reliability of scores classify scores into two components: true scores and random errors of measurement, modern theories of measurement have given researchers powerful new ways of thinking about score integrity and the use of those scores. Essentially, generalizability theory, or “G” theory, as delineated by Cronbach, Gleser, Nanda, and Rajaratnum (1972, as cited in Thompson, 2003b), has merged the distinctions between score reliability and score validity into a single concept which scrutinizes whether the models of measurement actually match the models of reality (Brennan, 2001; Thompson, 2003b). For instance, consider the classic test-retest method and the classic internal-consistency method, which estimates reliability using one measurement at two points in time and one measurement at a single point in time, respectively. It begs the question of whether or not a researcher should limit the interpretation of scores to only one set of items at only two points in time or even one point in time (Thompson, 2003b). Cronbach et al. (1972, as cited in Thomson 2003b) explained, “The score…is only one of many scores that might serve the same purpose. The [researcher] is almost never interested in the response given to a particular stimulus object or questions, to the particular tester, at the particular moment of the testing” (p. 57). Brennan (2001) further argued, “...if data are collected on a single occasion, an
estimate of reliability based on such data will almost certainly overestimate reliability when interest is in generalizing over occasions” (p. 20). And, this is exactly what researchers want to do, view scores as either adequate or inadequate across any and all forms. In other words, many researchers treat reliability estimates as if they are stable across target samples, administrations, and local situations even though this is not the case. In effect, the classical measurement model does not actually honor the models of reality at all. For this reason, “G” theory is becoming increasingly popular and is likely to replace the more traditional theory of reliability, which has dominated the field for over 70 years (Thompson, 2003a; 2003b).

“G” theory. “G” theory can be thought of as an extension of the ideas in the classic theory, which seeks to estimate the portion of a score that is attributable to error. In “G” theory, the true score is analogous to the universe score, which represents the score that is desired depending on the universe being considered. Facets in the universe score include such things as the number of items, the amount of training the raters have had, and the purpose of the measure. The influence of these particular facets on a measure’s score is represented by coefficients of generalizability, which is the ratio of the universe score to the expected observed variance score. Instead of attempting to conceive of all the variability in a score as error, “G” theory compartmentalizes score variability into a universe score component and various facet components. In other words, by systematically studying the many sources of consistency and inconsistency in scores one can begin to generalize from one set of measures to another set of credible measures. “G” theory makes it possible to separate observed score variance into a number of subcomponents, specifically, measurement error variance into its own variance
subcomponents. The repeated measures ANOVA form of the general linear model provides a method for measuring the systematic effects of several variables on the consistency of scores and suggests that scores can be more accurately generalized over time, over scorers, or to different tests. Measurement reliability is much more a function of the circumstances under which the measure is developed, administered, scored, and interpreted; if scores differ systematically according to when, where, or how the survey was taken, these differences will affect the generalizability of survey scores. They are not, however, random sources of error and the test theories that treat them as such leads to erroneous conclusions. Therefore, “G” theory is useful when the conditions of measurements are likely to affect scores or when the scores are to be used for several different purposes. For example, physical conditions of measurement might strongly affect measures such as a color discrimination test taken in a room with fluorescent light than in a room with natural light. Or, systematic differences in human judgement (e.g., some judges may give higher scores to women than men or attractive people may receive more favorable ratings than unattractive people) could be considered conditions of measurement. Also some measures may be more stable over time than others (e.g., measures of basic values as opposed to opinions of a future sporting event). The “G” theory approach recognizes that error is not always random and that it often is useful to identify specific, systematic sources of inconsistency in measurement. It is important to note that when there are no systematic differences in test scores associated with conditions of measurement, classical theory and “G” theory are mathematically identical (Cohen & Swerdlik, 2002; Murphy & Davidshofer, 2001).
Consider the example of a set of graders evaluating a set of essay questions. Any one of the essay items constitutes an admissible condition of measurement for the item facet, and any one of the raters constitutes an admissible condition of measurement for the rater facet. This design involves a sample of \( n_r \) raters to evaluate each of the responses by a sample of \( n_p \) persons to a sample of \( n_i \) essay items and is denoted by \( p \times i \times r \) implying that they are all crossed. Thus, each person answers each essay item and each rater grades each essay. Therefore, there are seven sources of variance that can be independently estimated from the data and referred to as “\( G'\)”-study variance components, which are described in Table 2 (Feldt & Brennan, 1989, p. 128).

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Essay items ((i))</td>
<td>Some essay items may be more difficult meaning that scores on one item are likely to be higher or lower than scores on other items.</td>
</tr>
<tr>
<td>Persons taking test ((p))</td>
<td>Individual differences among the test-takers means that some test-takers will score higher or lower than others.</td>
</tr>
<tr>
<td>Raters ((r))</td>
<td>Differences among the raters may produce systematic differences in scores meaning some raters may consistently assign higher or lower scores than others.</td>
</tr>
<tr>
<td>(i \times p)</td>
<td>Certain test-takers may have more knowledge about a given essay item than another item. Thus, a particularly high-performing test-taker may encounter one item which they have little experience or knowledge, producing a lower score on that particular item than on other items.</td>
</tr>
<tr>
<td>(i \times r)</td>
<td>A particular rater may be more severe or lenient for a subset of essay items. Thus, the rater is inconsistent across items.</td>
</tr>
<tr>
<td>(p \times r)</td>
<td>Stylistic cues of a given test-taker may interact with the expectations of a given rater. Thus, the particular test-taker receives higher or lower scores by a particular rater, not because of domain knowledge, but due to some unique “relationship” between the test-taker and the rater.</td>
</tr>
<tr>
<td>Error (i \times p \times r)</td>
<td>A three-way interaction may occur meaning that any one of the above two-way interactions only exists for one or more of the levels of the third facet, or the residual.</td>
</tr>
</tbody>
</table>

Table 2 Description of seven independent sources of variance
“G” theory replaces classical theory’s representation of a person’s observed score assigned by a rater on a particular test item, $X_{ipr}$, as the sum of his or her true score, $T_p$, plus an undifferentiated error, $e_{ipr}$, $X_{ipr} = T_p + e_{ipr}$. In “G” theory, there is variance associated with each component of an observed score, except for the constant $\mu$, an expression used to compute variance components, or the grand mean. The magnitude of the variance components indicates how much each facet contributes to measurement error. If, for example, raters are considered as introducing error, which is denoted by $\mu_r$ - $\mu$, or the rater effect, the score assigned by the raters for each person, which is denoted by $\mu_p$ - $\mu$, or the person effect, is summed over items, which is denoted by $\mu_i$ - $\mu$, or the item effect. So, the general linear model equation for the main effects of $X_{ipr}$ is represented as $X_{ipr} = \mu + (\mu_i - \mu) + (\mu_p - \mu) + (\mu_r - \mu) + e_{ipr}$ (Crocker & Algina, 1996; Shavelson, Webb, & Rowley, 1989).

Furthermore, an interaction effect is when the effects of one independent variable on the outcome variable that is separate from one another and of the main effects influences the outcome variable over the levels of other independent variables. In a balanced design (i.e., an equal number in all of the design cells), all of the main effects and interaction effects will be perfectly uncorrelated with each other, separate, and cumulative. A good example of an interaction effect is a drug interaction. The average ability of a person driving a car may have little or no main effect with ingesting one drug (e.g., no antihistamine vs. one dosage of antihistamine). A second drug (e.g., no alcohol vs. one alcoholic drink) may have little or no main effect on an average person’s ability to drive. But, taking an antihistamine and drinking one alcoholic drink may have an effect over and beyond the sum of the two main effects separately (Thompson, 2003b, pp.
Yet, classical test theory can only create a single estimate of measurement error variance at a time and never estimates the interaction effects as if they never occur or are irrelevant. Conversely, ANOVA interaction effects are critically important in research and usually are of more interest than the main effects themselves. Simultaneously considering the combined effects of say, drugs and driving (i.e., their interaction effects) often results in significant variability that calls into question credibility of all scores if the variance cannot be partitioned into separate parts (e.g., Drug 1 on driving ability, Drug 2 on driving ability, interaction, and error) (Thompson, 2003b). Putting this in a real world context, Cronbach (1957, as cited in Thompson, 2003b) strongly recommended that researchers focus on identifying which treatments work best for different people as opposed to the main effects results that work best for everyone. Recognizing that traditional techniques are inadequate in many situations, the Standards for Educational and Psychological Testing (1999) even suggested the following regarding the advantageous use of this alternative approach to measurement:

Measurements derived from observations or behavior or evaluations of products are especially sensitive to a variety of error factors. These include evaluator biases and idiosyncrasies, scoring subjectivity, and intra-examinee factors that cause variation from one performance or product to another. The methods of generalizability theory are well suited to the investigation of the reliability of scores on such measures. Estimates of the error variance associated with each specific source and with the interactions between sources indicate the extent to which examinee scores may be generalized to a population of scorers and to a universe of products or performances. (Joint Committee, p.29)

Whereas, the researcher conducting a “G” study is primarily interested in the extent that a sample of measurements generalizes to a universe of measurements, a decision study, or “D” study is conducted to collect data specifically to make a decision (Crocker & Algina, 1996). Basically, the results from estimates of “G” study variance
components for one or more measurement procedures are used in a “D” study, which
then uses the measurement procedures to collect data about the objects of measurement,
or the universe to which decision makers want to generalize (Feldt & Brennan, 1989).

Cronbach (1970) explained why this is so important:

An erroneous favorable decision may be irreversible and may harm the person or
the community. Even when reversible, an erroneous unfavorable decision is
unjust, disrupts the person’s morale, and perhaps retards his development.
Research, too, requires dependable measurement. An experiment is not very
informative if an observed difference could be accounted for by chance variation.
Large error variance is likely to mask a scientifically important outcome. Taking
a better measure improves the sensitivity to of an experiment in the same way that
increasing the number of subjects does. (p. 152)

Unfortunately, since its original publication over 30 years ago, “G” theory
remains virtually unused. Directly related to its comprehensiveness is its complexity,
which makes it more time-consuming and expensive to conduct as compared to simpler
approaches to reliability estimation (Goodwin, 2001).

Scale-Dependent Metrics: Internal Consistency Reliability Coefficients

Within classical test theory, internal consistency reliability estimates are the most
commonly used reliability estimate of scores from a single administration of a single
instrument on one sample (Henson, 2001). Hogan, Benjamin, and Brezinski (2000) noted
that internal consistency estimates were reported most often (75%) in a review of the
APA published Directory of Unpublished Experimental Mental Measures. Fourteen
years after the introduction of the Kuder-Richardson formula 20 (1937, as cited in
Anastasi, 1988), which is a split-half reliability estimate for determining the inter-item
consistency of dichotomous items (i.e., items that can be scored right or wrong such as
multiple-choice items), Cronbach (1951, as cited in Henson, 2001) proposed a variant
known as coefficient alpha or Cronbach’s alpha (α) (Cohen & Swerdlik, 2002).
Subsequently, the more generalized formula is appropriate for use on tests containing any form, including both dichotomous and nondichotomous items (i.e., items that can individually be scored along a range of values such as a Likert-type scale) (Thompson, 2003a). Whereas split-half methods compare one half-test to another, internal consistency estimates compare each item to every other item. This method estimates the reliability of a test based on the number of items and the average intercorrelation among test items (Murphy & Davidshofer, 2001). This “item interrelationship” is called internal consistency, which suggests that the items should be highly interrelated because they assess the same construct of interest (Henson, 2001, p. 180). In essence, if the items are highly correlated (i.e., the items measure the same thing as all other items) then it is assumed that the scores on the test are highly reliable and the construct of interest has been measured to some degree of consistency (Henson, 2001; Murphy & Davidshofer, 2001). Furthermore, when the value for alpha is higher upon deleting an item it is inferred that the item is not tapping the same construct as all the others and should be removed from the test. More specifically, by holding the number of items constant, reliability will increase as the sum of item variances decreases and the total score variance increase. The formula for Cronbach’s alpha ($\alpha$) is:

$$\alpha = \frac{k}{k-1} (1 - \frac{\sum s^2_k}{s^2_{TOTAL}}) \quad [4]$$

where $k$ is the number of items on the test, $\sum s^2_k$ is the sum of all the $k$ item variances, $s^2_{TOTAL}$ is variance of the total test scores (Henson, 2001). Consider the example in which 10 people ($p=10$) respond on three different occasions ($o=3$) to a 4-item attitude
measure using a nine-point Likert-type scale (i=4). Using only classical test theory, three
different Cronbach’s alphas would be computed, one for each of the three occasions. The
resulting coefficients might indicate that only 10% of the observed score variance is
measurement error. Or, at the other extreme, the resulting coefficients may be very
different from one another (Thompson, 2003b). Regardless, classical reliability estimates
(i.e., Cronbach’s alpha) are separate and cumulative, which does not acknowledge the
simultaneous and multiple influences (i.e., the impact of test occasion (o), the items (i), or
their interaction (o X i)) on any given measurement (Henson, 2001; Shavelson, Webb, &
Rowley, 1989; Thompson, 2003b). If unable to estimate each potential source of error,
how does one determine, in order to achieve a desired level of reliability, whether to alter
the number of occasions, or the number of items, or a combination of both (Shavelson,
allows for the simultaneous examination of these sources of error as well as the
interactions between them by using analysis of variance methodology” (p. 182).

Rater-Dependent Metrics: Methods of Estimating Inter-rater Agreement and Reliability

Certain types of tests leave much of the judgement to a rater, in which case there
is as much a need for a measure of rater reliability as there is for the more commonly used
reliability coefficients (Anastasi, 1988). A common misconception in measurement is
that IRA and IRR mean the same thing. Currently, researchers still tend to use the terms
synonymously. Basically, IRA is the extent to which different judges assign exactly the
same scores to the rated subject whereas IRR is the extent to which different judges order
the ratings in the same way (Goodwin, 2001; Tinsley & Weiss, 1975). IRR can be
thought of in terms of the same general pattern of the ratings between raters (Dwyer,
1986). The question of consistency or “reliability” is closely related to consensus or “agreement”, yet, if two judges both exactly agree, it does not automatically imply they are consistent. Conversely, if two judges have high consistency, it does not automatically imply that they have reached consensus (Kenny, 1991; Stemler, 2004). IRA is based on the assumption that two judges with exact agreement are using the rating scale in the same manner to score performances, items, or targets, and therefore, share a common interpretation of the construct. IRR is based upon the assumption that it may not be necessary for two judges to share a common meaning of the rating scale, but are consistent in their own definition of the scale. For example, if Judge A assigns a score of 3 to a set of essay questions and Judge B assigns a score of 1 to the same set of essays, then the two judges are not in consensus, however, the difference in how they use the rating scale is predictable (Stemler, 2004).

<table>
<thead>
<tr>
<th>Counselor</th>
<th>Case 1: High IRA and high IRR</th>
<th>Case 2: Low IRA and high IRR</th>
<th>Case 3: High IRA and low IRR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raters</td>
<td>Raters</td>
<td>Raters</td>
</tr>
<tr>
<td>A</td>
<td>1 2 1</td>
<td>1 3 5</td>
<td>5 4 4</td>
</tr>
<tr>
<td>B</td>
<td>2 2 2</td>
<td>1 3 5</td>
<td>5 4 3</td>
</tr>
<tr>
<td>C</td>
<td>3 3 3</td>
<td>2 4 6</td>
<td>4 4 5</td>
</tr>
<tr>
<td>D</td>
<td>3 3 3</td>
<td>2 4 6</td>
<td>4 4 5</td>
</tr>
<tr>
<td>E</td>
<td>4 4 4</td>
<td>3 5 7</td>
<td>5 4 3</td>
</tr>
<tr>
<td>F</td>
<td>5 5 5</td>
<td>3 5 7</td>
<td>5 5 4</td>
</tr>
<tr>
<td>G</td>
<td>6 6 6</td>
<td>4 6 8</td>
<td>4 4 5</td>
</tr>
<tr>
<td>H</td>
<td>7 7 7</td>
<td>4 6 8</td>
<td>5 5 4</td>
</tr>
<tr>
<td>I</td>
<td>8 8 8</td>
<td>5 7 9</td>
<td>4 5 3</td>
</tr>
<tr>
<td>J</td>
<td>9 9 9</td>
<td>5 7 9</td>
<td>5 5 5</td>
</tr>
<tr>
<td>(\bar{X})</td>
<td>4.8 4.8 4.8</td>
<td>3.0 5.0 7.0</td>
<td>4.7 4.4 4.1</td>
</tr>
<tr>
<td>(s_x)</td>
<td>2.7 2.7 2.7</td>
<td>1.5 1.5 1.5</td>
<td>.5 .5 .5</td>
</tr>
</tbody>
</table>

Table 3 Hypothetical ratings of accurate empathy illustrating different levels of IRA and IRR for interval-scaled data (Tinsley & Weiss, 1975)
For example, Table 3 shows hypothetical data assuming interval-scale measurement in which three judges rated 10 counselors (i.e., targets) on the Truax and Carkhuff Accurate Empathy Scale (1967, as cited in Tinsley & Weiss, 1975) and $\bar{X}$ is the mean rating of the judge and $s$ is the standard deviation. Case 1 shows a set of ratings in which all three judges assign exactly the same ratings to each of the 10 counselors. Therefore, these ratings have both high IRA and high IRR. Case 2 represents a set of ratings with low IRA and high IRR. IRA is low because no two judges gave the same rating to a counselor. This lack of agreement is also reflected in their mean ratings, 3, 5, and 7, respectively. However, the ratings assigned to the counselors are proportional resulting in a high IRR even though the raters differed in their ratings of the counselors. As seen here, high reliability is no indication that the raters agree in an absolute sense and low reliability does not indicate that the raters are in disagreement. In Case 3, the high IRA is because the ratings of three raters are similar for 7 of the 10 counselors. Tinsley and Weiss (1975) suggested the IRR is low because of the restricted range of ratings given by the three raters (i.e., the variability of the ratings is small) and these ratings may have occurred because the counselors were highly similar in accurate empathy or the raters misinterpreted the rating scale. Furthermore, they indicated, in conjunction with a high IRA, the possibility exists the subjects may be homogeneous on the trait of interest and vice-versa (i.e., a low IRA means the raters do not necessarily regard the trait of interest in the same manner). This can be investigated in a secondary study by having the judges rate a sample of subjects known to be heterogeneous on the trait of interest. Tinsley and Weiss (1975) stated valid evidence of IRA and IRR is necessary before these ratings can even be accepted. The careful and responsible researcher should assess rater
effectiveness before applying their ratings to their study. As well as take steps to appropriately correct for discrepancies including the need for rater training and clearer specifications of the operational meanings of each point on the rating scale (Goodwin, 2001; Stemler, 2004). However, Tinsley and Weiss (1975) advised that ratings are of no value and should not be applied to research when IRA and IRR are low since the issue of generality is crucial in demonstrating that the obtained ratings do not reflect the raters’ idiosyncratic biases (Tinsley & Weiss, 1975). On the contrary, lack of IRA and IRR can still be very informative along the lines of generalizability. A set of properly trained judges responding to a well-developed instrument with a well-defined construct may still disagree reflecting their legitimate differences of opinion on the trait of interest (S. M. Hall, personal communication, June 18, 2004). As these different judges possess different policies on the same topic they cannot be simply trained to come to consensus (Stemler, 2004). However, once group membership is accounted for (i.e., groups of common constituents), internal agreement should be higher. Although, even a low IRA within a constituent group may not be a function of poor survey construction, but a function of their truly collective ideological differences (S. M. Hall, personal communication, April 13, 2005).

Among researchers there is little consensus about what statistical methods are best to analyze rater reliability. Saal, Downey, and Lahey (1980) reported that there is even less agreement regarding their conceptual and operational definitions. These discrepancies lead to confusion whereby different researchers use different designs and data collection procedures making it difficult to suggest a straightforward statistical index of rating quality (Saal, Downey, & Lahey, 1980). However, there are usually one or two
methods best for a particular application and each of the various approaches can yield quite different results when applied to the same data. The choice of approach depends on a number of factors such as the scale of measurement (i.e., nominal, ordinal, interval, ratio), and the number and kind of sources of measurement error that the researcher wants to isolate (Goodwin, 2001; Stemler, 2004).

**Inter-rater Agreement (IRA)**

Indices for measuring IRR have been available for many years; however, indices for assessing agreement have only recently become available (Lindell, Brandt, & Whitney, 1999). More often today researchers in the fields of applied psychology, industrial/organizational psychology, and management are requiring knowledge of IRA as multiple raters evaluate characteristics of a single or multiple targets, such as task items for a job, team leadership, or an organization (Dunlap, Burke, & Smith-Crowe, 2003). As previously discussed, Lawshe’s (1975) underlying rationale regarding the essentiality of an item suggests that content validity ratio, or CVR is actually a measure of IRA. However, today there are better alternative measures of IRA than CVR (Lindell, Brandt, & Whitney, 1999). One such estimation of IRA that is fairly straightforward is percentage agreement. Two or more raters must independently score a target then the percentage agreement is obtained by summing the number of times both raters assigned the same score, dividing that sum by the total number of observations, and multiplying the result by 100 (Linn & Gronlund, 2000). Although percentage agreement is easy to compute and easy to interpret it can be misleading. If one judge assigns “pass” to 100 percent of the targets, and another judge assigns “pass” to only 80 percent of the targets, then the percent agreement will be 80 percent. However, because there is no variance in
the first judge’s ratings, there is no statistical relationship between the two sets of judges’
ratings (Brannick, 2003). In other words, it does not account for chance agreement,
which is the amount of agreement that is expected if the raters randomly assigned values
on the rating scale. Additionally, percentage agreement treats agreements as all-or-none
and views serious differences between ratings as minor. Basically, percentage agreement
does not take into consideration that ratings of 4 and 5 may be more in agreement than
ratings of 1 and 5. Also, since percentage agreement relates to the total item pool a
disagreement on four items out of 100 is 96%, which is substantially different than
disagreement on four items out of 10, or 60%. And finally, if there are restrictions of
range rating errors the level of agreement will be inflated with this method (Dwyer,
1986).

A widely used statistic that provides an estimate of the amount of agreement due
to chance is Cohen’s kappa \( \kappa \). Although this procedure is often reported in the literature
for calculating IRA, it applies to nominally-scaled data only (Dwyer, 1986; Tinsley &
Weiss, 1975). However, since many observational instruments are nominal-level and due
to its popularity an explanation is presented here. The equation for \( \kappa \) is:

\[
k = \frac{P(A) - P(E)}{1 - P(E)} \quad [5]
\]

where \( P(A) \) is the proportion of times the judges actually agree and \( P(E) \) is the proportion
of times the judges are expected to agree by chance, calculated as:

\[
P(E) = \sum_{i} p_{ij}^2 \quad [6]
\]

where \( p_{ij} \) is the proportion of judgements in each category, which is determined by the
total number of judgements, for example, in general there are \( K \) judges, \( N \) targets and \( m \)
categories, and if $K = 3$ judges and $N = 10$ targets, for a total of $KN$ or 30 judgments or, $C/KN$ (Brannick, 2003). Coefficient $k$ can range from -1.0 to 1.0. If raters agree at the same or a lesser level as is expected by chance alone, $k$ will equal zero; and if the agreement exceeds the expected chance level, $k$ will be greater than zero; and if perfect agreement is found $k$ approaches 1.0. A related statistic is weighted kappa, or $k_w$, which allows some disagreements to be “weighted” as if the raters partly agreed unlike $k$, which treats all disagreements as equally serious (Dwyer, 1986; Goodwin, 2001). Also, Fleiss (1971, as cited in Dwyer, 1986; Goodwin, 2001) revised Cohen’s kappa to estimate IRA when ratings are performed by more than two judges, or different sets of judges, but the number of judges must be the same for each subject. Basically, the computational formula is the same as $k$, but the calculation for $P(A)$ and $P(E)$ are different and are somewhat more complicated (Dwyer, 1986; Tinsley & Weiss, 1975).

There are other methods for calculating IRA often reported in the literature such as pairwise correlation, various chi-square tests, and Kendall’s coefficient of concordance, however, noted researchers (Cohen, 1960; Dwyer, 1986; Lu, 1971; Robinson, 1957, as cited in Tinsley & Weiss, 1975; Tinsley & Weiss, 1975) have argued that these methods do not have any merit. Otherwise, Tinsley and Weiss (1975) describe two measures of IRA permitted for ordinal/interval-scaled data, Lu’s (1971, as cited in Tinsley & Weiss, 1975) coefficient of agreement and Lawlis and Lu’s (1972) chi-square and T index (Tinsley & Weiss, 1975). Lu’s coefficient of agreement assumes that agreement varies along a continuum from absolute agreement to no agreement and that a disagreement of four points is more serious than a disagreement of one point. However, this method for calculating IRA is not often used since it is not as flexible as Lawlis and
Lu’s chi-square and \( T \) index. Lawlis and Lu’s approach allows the researcher to set an agreement criterion depending on the seriousness of the rating differences (i.e., ratings within two points of each another \( (r = 2) \), ratings within one point of each other \( (r = 1) \), or ratings that are an exact match \( (r = 0) \)). If this definition of agreement is changed the IRA results will be vastly different. First, a nonparametric chi-square is performed to test the significance of IRA. A chi-square that is not significant suggests that the scale is questionable and a significant chi-square suggests that the observed agreement exceeds the chance agreement. The chi-square test of significance is as follows:

\[
\chi^2 = \frac{(N_1 - NP - .5)}{NP} + \frac{[N_2 - N(1-P) - .5]}{N(1-P)} \tag{7}
\]

where \( N_1 \) is the number of agreements, \( N \) is the number of individuals rated, \( P \) is the probability of chance agreement on an individual, which is directly related to the range of acceptable ratings \( (r) \) and inversely related to the number of scale categories \( (A) \) and raters \( (k) \), \( P = (1/A)^{k-1} \). To allow for a correction of continuity .5 is included in the formula, and \( N_2 \) is the number of disagreements. If the chi-square is significant then a \( T \) index is calculated to assess the magnitude of IRA. The \( T \) index is calculated as:

\[
T = \frac{N_1 - NP}{N - NP} \tag{8}
\]

where \( N_1 \) is the number of agreements, \( N \) is the number of individuals rated, and \( P \) is the probability of chance agreement on an individual. \( T \) is at a maximum when there is perfect agreement (i.e., \( N_1 = 1.0 \)) and the probability of chance agreement is at a minimum. \( T \) is at a minimum when there is no agreement (i.e., \( N_1 = 0 \)) and probability of chance agreement is at a maximum (Dwyer, 1986; Lindell & Brandt, 1999). The use of this procedure assumes that every rating has the same probability of being selected,
therefore, when restrictions of range rating errors are present the probability of chance agreement may be underestimated. This problem may be resolved by setting a more stringent level of significance or calculating the probability of chance agreement based on fewer scale categories such as 5 or 6 rather than 7 (Dwyer, 1986; Tinsley & Weiss, 1975). Furthermore, chi-square, as a distribution of variance, a central part of IRA, does not hold up to violations of normality. If the data were from a uniform distribution then the chi-square test of significance would be an accurate test, but a nonnormal population is often the case (Dunlap, Burke, & Smith-Crowe, 2003). Also, both Tinsley and Weiss (1975) and Lindell and Brandt (1999) indicated that Lawlis and Lu’s (1972) formulas have typographical errors and are computationally complex when the range of acceptable ratings differ by no more than one or two points.

Next, the $r_{wg}$ statistic proposed by James, Demaree, and Wolf (1984, as cited in James, Demaree, & Wolf, 1993; Lindell & Brandt, 1999) to assess agreement among a single group of judges on a single variable regarding a single target was originally cast as a form of IRR because it was based on Finn’s (1970) reliability coefficient, $r$, and the inter changeability (agreement) index of inter-rater reliability developed by Shrout and Fleiss (1979) (James, Demaree, & Wolf, 1993; Kozlowski & Hattrup, 1992; Schmidt & Hunter, 1989). Although the authors of $r_{wg}$ believe there are a number of unresolved and debatable issues that need to be addressed in future research, the theory underlying $r_{wg}$ as an IRA index is “...logical, legitimate, and meaningful” (James, Demaree, & Wolf, 1993, p. 309). It is based on the ratio of actual variance in ratings to a theoretical benchmark for responses attributable totally to random measurement errors. Some researchers have criticized this hypothetical pattern of maximum possible variance designed to represent
random responding as too lenient and unrealistic (Dunlap, Burke, & Smith-Crowe, 2003; James, Demaree, & Wolf, 1993; Lindell, Brandt, & Whitney, 1999). Nonetheless, there are several advantages of utilizing this measure of agreement, it does not rely on true variance from classic measurement theory, and the obtained coefficient is sensitive to nonnormality, as well as the absolute values of ratings and their rank order reflecting absolute agreement in terms of both the pattern and the level of ratings (Dunlap, Burke, & Smith-Crowe, 2003; Law & Sherman, 1995). $r_{wg}$ is represented as:

$$r_{wg} = \frac{\sigma E^2 - s^2}{\sigma E^2} = 1 - \frac{s^2}{\sigma E^2} \quad [9]$$

where $s^2$ is the observed variance and $\sigma E^2$ is the theoretical variance of a discrete, uniform distribution and is calculated as $\sigma E^2 = (A^2 - 1)/12$, where $A$ is the number of response categories (James, Demaree, & Wolf, 1993). They (James, Demaree, & Wolf, 1993) provided an example in which 10 judges rated whether a manuscript should be published on a five-point Likert-type response scale so $\sigma E^2$ is equal to 2.0. If all 10 judges rate the manuscript a 5, then $s^2 = 0$, and $r_{wg} = (2.0 - 0)/2.0 = 1.0$, which indicates perfect agreement. If half the judges give the manuscript a 5 and the other half a 4, then $s^2 = .28$, and $r_{wg} = (2.0 - .28)/2.0 = .86$, which indicates a high but not a perfect level of agreement. If three judges each rate the manuscript a 5, a 4, and a 3 and one judge rates the manuscript a 2, then $s^2 = 1.067$, and $r_{wg} = (2.0 - 1.067)/2.0 = .47$, which indicates a low level of IRA. If two judges are represented at each value on the scale appearing to have randomly responded to the scale, then $s^2 = 2.22$, and $r_{wg} = (2.0 - 2.22)/2.0 = -.11$.

Obviously, a critique of the James, Demaree, and Wolf (1984, as cited in Lindell & Brandt, 1999) approach is that negative values are obtained when the ratings have a
variance greater than that associated with a uniform distribution. James, Demaree, and Wolf (1993) recommended to avoid the consequences of negative values that $r_{wg}$ be set to 0 to maintain the interval $0 \leq r_{wg} \leq 1.0$. Furthermore, they (1993) suggested that $r_{wg}$ is best used when the judges are believed to be interpreting the rating scales in a similar manner. Lindell, Brandt, and Whitney (1999) examined the negative values of $r_{wg}$ and rather than automatically replacing them with zeros as advocated by James, Demaree, and Wolf (1984, as cited in Lindell & Brandt, 1999), they determined that just as IRA can be greater than expected by chance it can also be less than expected by chance. These concerns led Lindell and Brandt (1999) to produce values of $r^{*}_{wg}$ that lie in the interval $-1.0 \leq r^{*}_{wg} \leq 1.0$ on the common Likert-type response scale ($A = 5$). For example, $A = 3$ yields a minimum value of $r^{*}_{wg} = -0.5$, and $A = 4$ yields a minimum value of $r^{*}_{wg} = -0.8$, whereas $A = 7$ yields a minimum value of $r^{*}_{wg} = -1.25$. Any value of $A \geq 4$ can yield $r^{*}_{wg} \leq -1.0$ because the minimum values of $r^{*}_{wg}$ corresponding to other values of $A$ increase similarly (i.e., $A = 5$ yields a minimum value of $r^{*}_{wg} = -2.0$) (Lindell & Brandt, 1999). The $r^{*}_{wg}$ index is adversely affected by extremely small samples, particularly $N \leq 10$ (Lindell, Brandt, & Whitney, 1999). Lindell and Brandt (1999) compared several indices of IRA to assess job relevance of a task item based on the distribution of endorsements by a panel of subject matter experts, or SMEs. Overall, $r_{wg}$ and $r^{*}_{wg}$ indices were widely applicable across a variety of situations and displayed statistical significance for items that most analysts believe to have a reasonable degree of agreement (Lindell & Brandt, 1999). James, Demaree, and Wolf (1984, as cited in Lindell & Brandt, 1999) and Lindell, Brandt, and Whitney (1999) extended these indices to assess agreement for multiple items represented as $r_{wg(j)}$ and $r^{*}_{wg(j)}$, respectively, where
\( J \) is the number of items in the scale. \( r_{wg(J)} \) uses the average item variance in the numerator and applies the Spearman-Brown correction, however, Lindell, Brandt, and Whitney (1999) determined the Spearman-Brown correction was inappropriate since \( r_{wg} \) is a measure of agreement, not reliability. Thus, they suggested the most suitable index of multi-item agreement is:

\[
r^*_{wg(J)} = 1 - \frac{s_x^{-2}}{\sigma E^2} \tag{10}
\]

where \( s_x^{-2} \) is the obtained average variance of the items in the scale (Lindell, Brandt, & Whitney, 1999).

And finally, because of the interpretability problems associated with \( r_{wg} \), Burke, Finkelstein, and Dusig (2003, as cited in Dunlap, Burke, & Smith-Crowe, 2003) proposed the average deviation (AD) index, which is the most recent addition to the catalogue of agreement indices. AD is computed by finding the absolute deviation of each rating from the mean or median of the group rating and then averaging the deviations. It differs from \( r_{wg} \) in allowing the interpretation of the actual categories of the Likert-type scaled used. It is represented as:

\[
AD = \sum \frac{\bar{X} - X}{N} \tag{11}
\]

The \( r_{wg} \) and AD statistics are considered complimentary, not competing and studies comparing their results indicate they are highly correlated and yield similar findings on agreement, however, it is difficult to make comparisons with other existing research since AD has not been widely applied (Dunlap, Burke, & Smith-Crowe, 2003).

It is clear there is a broad range of indices available to examine IRA, not to mention the tremendous debate among researchers about the appropriateness of one
method over another. Nevertheless, when deciding what IRA index to use and how it can best be utilized two basic issues should be considered according to Dunlap, Burke, and Smith-Crowe (2003). First, it should be determined that a reasonable consensus exists (i.e., sufficiently strong or sufficiently weak) for a group to aggregate individual level data to the group level. Second, it should be concluded that the apparent agreement for the group is significantly different from chance responding, consequently, there is as current trend by researchers to use chi-square tests and bootstrapping methods to assess the significance of IRA indices (Dunlap, Burke, & Smith-Crowe, 2003). Unfortunately, there is no obvious choice of an index of agreement, instead, a better strategy of measuring IRA is a combination of statistical techniques, an awareness of the scale and the sources of error associated with the ratings, and what kinds of decisions will be made with the scores (Goodwin, 2001).

*Inter-rater Reliability (IRR)*

The “proportionality of ratings” is a central concept to IRR and usually reported in terms of correlational or analysis of variance indices (Tinsley & Weiss, 1975, p. 361). Basically, IRR represents the degree of relationship from one judge’s score to other judges’ scores although the absolute number used to express this relationship may differ from judge to judge. At the nominal-level, rating categories do not differ quantitatively and disagreements do not differ in severity. Ratings are either in agreement or disagreement; therefore, proportionality is useless (Tinsley & Weiss, 1975).

Assuming the rater data is interval-level or ordinal scales that assume interval properties, one of the most popular statistics for calculating the degree of consistency between two judges is the Pearson product-moment correlation coefficient, which
indicates the linearity or how closely related the two rater’s data are to one another. However, as previously noted in several other cases, the upper limits of the correlation coefficient can be attenuated if the data on the rating scale is more skewed toward one end of the distribution or the other (Stemler, 2004). Furthermore, the Pearson correlation is “mean-free”, so the differences or similarities between the raters in their level of ratings are not taken into account causing the correlations between two raters’ sets of scores to be very high, although their means may be very different from one another (Goodwin, 2001). Instead and specifically for ordinal scales, Tinsley and Weiss (1975) recommended the use of Finn’s (1970) $r$ as a measure of IRR, which uses a one-way analysis of variance, or a simple ANOVA, when the ratings are on more than one target to obtain the average amount of within groups variability called *within-groups mean square*, $WMS$. $WMS$ is an average sum of squares derived from the sum of differences between each individual score in a group and the mean of that group, which is squared, then divided by the appropriate $df$. For the within-groups estimate, $df$ is represented as $k(n-1)$, where $k$ equals the number of groups and $n$ equals the number of participants in each group. Conversely, $BMS$ is the *between-groups mean square*, and is the average sum of squares derived from the sum of the differences between the mean of all scores and the mean of each groups’ score, which is squared. It shows how different each groups’ mean is from the overall mean. The sum of squares term is divided by the $df$ term, which for the between-groups estimate is represented as $k-1$. After computing all of the sum of squares and the corresponding $df$ terms, in essence, the $MS$ is synonymous with variance (Salkind, 2000). Finn’s (1970) $r$ index is as follows:

$$r = 1 - \frac{WMS}{s^2_e} \quad [12]$$
where $s^2_e$ is the expected variance as if ratings were assigned randomly and is calculated as $k^2 - 1/12$, where $k$ is the number of scale categories. Subtracting the ratio from 1.0 results in the proportion of the total variance in the ratings that is due to non-random factors. Additionally, the degree to which the observed variance ($WMS$) is less than the expected variance is an indication of the amount of non-chance variance in the ratings. However, in actual practice when a small sample of judges are used the observed variance, by chance, may be less than the expected variance. The use of chi-square can test the hypothesis that the observed variance is equal to the chance variance, but it assumes that the ratings will be normally distributed and that both the raters and the targets will be randomly selected. The chi-square test is:

$$x^2 = \frac{N(K-1)s^2_o}{s^2_e} \quad [13]$$

where $N$ is the number of subjects, $K$ is the number of raters, $s^2_o$ is the observed within-groups variance, and $s^2_e$ is the expected variance. A stringent critical value such as $p < .01$ is recommended since the normality assumption is frequently violated. Although one advantage of Finn’s (1970) $r$ is that it is not reduced by low variance within-judges, unlike other indices of IRA and IRR, however, if the judges avoid the extreme categories of the rating scale chance variance will be higher than the “true” chance variance causing $r$ to be exceptionally high. This is because the computation of expected variance requires the assumption that judges’ ratings are purely random and that every rating has the same probability. As a measure of IRR, Finn’s (1970) $r$ is fairly recent lacking systematic evidence, however, in comparative studies between product-moment correlation, other indices of IRR, and the *intraclass correlation coefficient (ICC)*, the ICC was preferable
and recommended as the best measure of IRR for ordinal, which assume interval properties, and interval-level data (Tinsley & Weiss, 1975). This is because when ICC is used to estimate IRR, it permits the error variance to include variance due to rater differences, it allows for an estimation of the precision of the reliability coefficient, and it uses familiar statistics and computational procedures (Goodwin, 2001; Tinsley & Weiss, 1975). As previously discussed, IRA and IRR are distinctly different concepts requiring different measuring techniques, however, it is possible to measure both absolute agreement and consistency using ICC, which is an alternative statistic for measuring both the relationships among variables and their variance, not only for pairs of measurements but also for larger sets of targets and multiple judges. ICC is preferred, however, when sample size is small (i.e., <15) (McGraw & Wong, 1996).

*Intraclass Correlation Coefficient (ICC)*

Many available reliability indices are basically versions of the ICC, represented as $R$, which is a ratio of the variance of interest over the sum of the variance of interest plus error. For instance, instead of working from item scores, internal consistency methods (i.e., Cronbach’s alpha) may also apply to judgements made by $k$ raters. The resulting value of alpha estimates the consistency of $k$ ratings with that from $k$ other raters or setting $k = 1$ estimates the consistency of single raters with each other (Cronbach, 1990). Nevertheless, Shrout and Fleiss (1979), the sponsors of ICC, provided a more rigorous definition. ICC is a correlation between one measurement on a target and another measurement obtained on that target. In addition, the modern form of ICC uses mean squares ($MS$) from an ANOVA-type model (McGraw & Wong, 1996; Shrout & Fleiss, 1979). In actuality, “G” theory is an extension of the basic meaning of ICC allowing for
the isolation of multiple sources of error, rather than just one source (Goodwin, 2001). There is more than one formula available for ICC depending on the specific situation, the experimental design, and the intent of the study and each one can give different results when applied to the same data (Shrout & Fless, 1979). Therefore, Shrout and Fleiss (1979) supplied a set of guidelines for choosing the appropriate form of the ICC, which calls for three different decisions and three different designs resulting in six forms of the ICC. McGraw and Wong (1996) formally considered additional forms that were omitted by Shrout and Fleiss (1979) because they were not correlations in the strict sense, but are still important for measuring degree of relationship in terms of absolute agreement. Each possible combination calls for slightly altered formulas although common to all ICC models is \( n \) randomly selected objects of measurement (i.e., targets where the structure of the data is in rows) rated by \( k \) variables (i.e., judges where the structure of the data is in columns). For example, the analysis may entail data with just one or two sources of variance (i.e., a one-way or two-way design). Also, whether the same judges rate each target and are the only judges of interest or the judges are a sample from some larger population of judges, called fixed or random respectively, which effects the generalizability of the results. Furthermore, in applied contexts, data is typically collected to make important decisions, for that reason, a difference in means across judges becomes critical when one judge passes a performance that another judge fails. Consequently, single ratings are rarely very reliable since they cannot provide fine discrimination among the raters. As observed in Case 2 in Table 3 in which the judges differed in their average ratings, 3.0, 5.0, and 7.0, respectively. These differences are the only differences in the ratings given by the three judges. And finally, the degree of
consistency or absolute agreement among comparative judgements made about the objects of measurement (Brannick, 2003; Dwyer, 1986; McGraw & Wong, 1996; Nichols, 1998; Tinsley & Weiss, 1975).

Each model decomposes ratings made by \(i\)th judge on the \(j\)th target with various possible effects, such as effects for the \(i\)th judge, the \(j\)th target, the interaction between the judge and the target, the constant level of ratings, and the random error component. The three different cases that apply to different rater reliability study designs are: 1) the judges are randomly selected from a larger population of judges and for each target, which are randomly selected from a larger pool of targets, \(k\) different judges rate this target, 2) a random sample of \(k\) judges from a larger population of judges rate \(n\) targets, which are randomly selected from a larger pool of targets, and 3) each randomly selected target is rated by \(k\) judges and these are the only judges of interest (Shrout & Fleiss, 1979). Basically, in Case 1, the judges who rate the target are not necessarily the same as those who rate another. A realistic example of this situation is a survey in which the responses are anonymous. Since there is no way to associate the \(k\) variable with a particular judge variability due to specific judges, interactions of judges with targets, and measurement error cannot be partitioned out. All of these potential sources of measurement error are combined in the within-target variance and treated as error yielding two \(MS\)s, one for object of measurement (\(WMS\)) and one for the residual sources of variance (\(BMS\)). It is a one-way random effects model (i.e., row effects random) (McGraw & Wong, 1996; Nichols, 1998). Basically, in Case 2, the same set of \(k\) judges which are a random sample from a population of potential judges rate each target. Therefore, judge is considered a random effect and the ICC estimates the reliability of the
larger population of judges. “In practical terms, one knows that the levels of a variable are random, when a change in the levels of the variable would have no effect on the question being asked”, explained McGraw and Wong (1996, p. 37) calling this the “replaceability test”. In other words, judges constitute a random factor since the particular judges selected for any study are always replaceable by others from the same population (McGraw & Wong, 1996). This corresponds to a fully-crossed (judge X target) two-way random effects model (i.e., column and row effects random). Unlike Case 2, Case 3 only applies to the $k$ judges in the study and cannot be generalized to other judges. In essence, these are the only judges available. In contrast to the “replaceability test” where the particular judges selected for a study are always replaceable, an example of a fixed effect variable is a biological relationship in a study such as a mother and a child or a population of judges that only possess the appropriate training and standardization of task. It is also a fully-crossed (judge X target) two-way mixed effects model (i.e., column effects fixed and row effects random). Then, each case can be analyzed based on an individual rating or the mean of all ratings producing a total of six different versions of ICC (McGraw & Wong, 1996; Shrout & Fleiss, 1979; Uebersax, 2003; Yaffee, 1998). Whereas there is just one one-way model for ICC in which only absolute agreement is measurable, there are four additional formulas taken from Shrout and Fleiss (1979) and designated by McGraw and Wong (1996) as 2A and 3A, respectively. The A extension to the case numbers indicates the interaction component is absent from the form and measures correlation using an absolute agreement definition for single scores and average scores (McGraw & Wong, 1996). The difference between consistency and absolute agreement measures is defined by how the variability due to
judges is treated. If that variability is considered irrelevant, it is not included in the
denominator of the ICC, thus a measure of consistency is produced. If differences among
the levels of ratings are considered relevant, it contributes to the denominator of the ICC,
thus a measure of absolute agreement is produced (Nichols, 1998). Shrout and Fleiss
(1979) also designated the intraclass reliability coefficients as ICC(case, expected unit of
reliability measurement). ICC(1,1) is Case 1, a one-way random effects model for a
single rating and ICC(1,k) is a one-way random effects model for the mean of the k
judges. If, for instance, there are four judges, then this is called ICC(1,4). The ICC for
Case 2 and the measurement of a single rating is called ICC(2,1) and ICC(2,k) is a two-
way random effects model average measure or ICC(2,4) for the four judges (Yaffee,
1998). Thus, ICC(2A,1) is the degree of absolute agreement among measurements for a
two-way, single score model and ICC(2A,k) is for measurements that are averages based
on k independent measurements on randomly selected objects (McGraw & Wong, 1996).
ICC(3,1) is designated as the two-way mixed effects model single measure and ICC(3,k)
is the two-way mixed effects model average measure or ICC(3,4) for the four judges
(Yaffee, 1998). Additionally, ICC(3A,1) is the absolute agreement of measurements
made under the fixed level and ICC(3A,k) is the degree of absolute agreement for
measurements that are averages based on k independent measurements made under the
fixed levels (McGraw & Wong, 1996).

The basic linear model for a fully-crossed Shrout and Fleiss (1979) analysis of
variance design in which the same k judges rate all n targets is:

\[ x_{ij} = \mu + a_i + b_j + (ab)_{ij} + e_{ij} \]  \[14\]
where the component $\mu$ is the overall population mean of the ratings. The $a$ stands for the judge demarcating their disposition (e.g., leniency or severity) and $a_i$ is the difference from $\mu$ of the $i$th judge’s ratings. $b$ stands for the target demarcating the differences in the trait of interest and $b_j$ is the difference from $\mu$ of the $j$th target’s true score determined by repeated ratings on $j$th target, $(ab)$ stands for the interaction and $(ab)_y$ is the degree that the $i$th judge departs from their usual ratings when confronted with the $j$th target, and $e_{ij}$ is the random error in the $i$th judge’s scoring of the $j$th target. However, there are different assumptions made about $a_i$ and $(ab)_y$ in each case. In Case 2, $a_i$ is a random variable that is normally distributed with a mean of zero and a variance $\sigma^2_a$. In Case 3, it is a fixed variable that is constrained to $\Sigma a_i = 0$ and the corresponding parameter to $\theta^2_i$ is $\Sigma a^2_i / k(k - 1)$. Since repeated ratings by each judge on each target are not required the interaction $(ab)_y$ and the random error $(e_y)$ are not separately estimable. In Case 2, all the components of $(ab)_y (i = 1, \ldots, k; j = 1, \ldots, n)$ are mutually independent with a mean of zero and a variance $\sigma^2_j$, except for in Case 2A where there is no interaction effect $(ab)_y$. However, in Case 3, independence can only be assumed for interaction components that involve different targets, except for in Case 3A where there is no interaction effect $(ab)_y$. This consequence is also observed in Case 1 in which the effects due to the judges, the interaction between judges and targets, and the random error are not separately estimable. Therefore, the basic linear model for this ANOVA design is:

$$x_{ij} = \mu + b_j + w_{ij}$$ [15]

where $w_{ij}$ is a residual component equal to the sum of the inseparable effects of the judge, the interaction, and the error (Shrout & Fleiss, 1979).
Table 4 displays a fully-crossed (judge X target) Shrout and Fleiss (1979) analysis of variance and MS expectations design in which each judge rates each target once. Note that in Case 2 or 3, the within-target sum of squares is partitioned into a between-judges sum of squares and a residual sum of squares. The corresponding MSs are denoted JMS and EMS (Shrout & Fleiss, 1979).

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Case 1 MS (One-way Random Judges)</th>
<th>Case 2 MS (Random Judges with interaction and without)</th>
<th>Case 3 MS (Fixed Judges with interaction and without)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Targets</td>
<td>BMS</td>
<td>$n - 1$</td>
<td>$k\sigma_i^2 + \sigma_w^2$</td>
<td>$k\sigma_i^2 + \sigma_j^2 + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$k\sigma_i^2 + \sigma_j^2 + \sigma_e^2$</td>
<td>$k\sigma_i^2 + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$k\sigma_i^2 + \sigma_j^2 + \sigma_e^2$</td>
<td>$k\sigma_i^2 + \sigma_j^2 + \sigma_e^2$</td>
</tr>
<tr>
<td>Within Targets</td>
<td>WMS</td>
<td>$n(k-1)$</td>
<td>$\sigma_w^2$</td>
<td>$\theta_j + k/(k-1)\sigma_i^2 + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\sigma_j^2 + \sigma_e^2$</td>
<td>$\theta_j + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\sigma_j^2 + \sigma_e^2$</td>
<td>$\theta_j + \sigma_e^2$</td>
</tr>
<tr>
<td>Between Judges</td>
<td>JMS</td>
<td>$k - 1$</td>
<td>$n\sigma_j^2 + \sigma_i^2 + \sigma_e^2$</td>
<td>$n\theta_j + k/(k-1)\sigma_i^2 + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$n\sigma_j^2 + \sigma_i^2 + \sigma_e^2$</td>
<td>$n\theta_j + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$n\sigma_j^2 + \sigma_i^2 + \sigma_e^2$</td>
<td>$n\theta_j + \sigma_e^2$</td>
</tr>
<tr>
<td>Error</td>
<td>EMS</td>
<td>$(k-1)(n-1)$</td>
<td>$\sigma_j^2 + \sigma_e^2$</td>
<td>$k/(k-1)\sigma_i^2 + \sigma_e^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\sigma_j^2 + \sigma_e^2$</td>
<td>$\sigma_e^2$</td>
</tr>
</tbody>
</table>

Using this information, Shrout and Fleiss (1979) devised ICC formulas to estimate, $\rho$, the population value. For example, in Case 1, $WMS$ is the unbiased estimate of $\sigma_w^2$ and by subtracting $WMS$ from $BMS$ and dividing the difference by the number of judges per target it is possible to obtain an unbiased estimate of the target variance $\sigma_t^2$. Also, the $w_{ij}$ components are assumed to be independent, thus, $\sigma_t^2$ is equal to the covariance between two ratings on a target. Since the covariance of the ratings is a variance term, the index takes the form of a variance ratio:

$$\rho = \frac{\sigma_t^2}{\sigma_i^2 + \sigma_w^2} \quad [16]$$

Then, the estimate can take the following form:
\[ ICC(1,1) = \frac{BMS - WMS}{BMS + (k-1)WMS} \]  \[17\]

Under the assumptions of Case 2 that judges are randomly sampled, the covariance between two ratings on a target is again \( \sigma_i^2 \), but is different from that obtained under Case 1. Because the effects of judges is the same for all targets under Cases 2 and 3, interjudge variability does not affect the expectation of \( BMS \) and its observed value will be smaller than that under Case 1. By subtracting \( EMS \) from \( BMS \) and dividing the difference by \( k \) an estimate of the target variance \( \sigma_i^2 \), can be obtained. The expression for the parameter \( \rho \) is again a variance ratio:

\[ \rho = \frac{\sigma_i^2}{\sigma_i^2 + \sigma_i^2 + \sigma_e^2} \]  \[18\]

It is estimated by:

\[ ICC(2A,1) = \frac{BMS - EMS}{BMS + (k-1)EMS + k(JMS - EMS)/n} \]  \[19\]

Case 3 differs from Case 2 in that the judges are fixed, therefore, \( \sigma_i^2 \) is no longer equal to the covariance between ratings on a target since the interaction terms on the same target are correlated. The actual covariance is equal to \( \sigma_i^2 - \sigma_i^2/(k-1) \) and the total variance is equal to \( \sigma_i^2 + \sigma_i^2 + \sigma_e^2 \), and thus the parameter \( \rho \) variance ratio:

\[ \rho = \frac{\sigma_i^2 - \sigma_i^2/(k-1)}{\sigma_i^2 + \sigma_i^2 + \sigma_e^2} \]  \[20\]

This is estimated as:

\[ ICC(3,1) = \frac{BMS - EMS}{BMS + (k-1)EMS} \]  \[21\]
Tables 5 and 6 show the ICC formulas for cases of consistency and absolute agreement, and whether it is an individual rating or the mean of all the ratings (Shrout & Fleiss, 1979).

<table>
<thead>
<tr>
<th></th>
<th>Case 2 (Consistency, Random Judges)</th>
<th>Case 3 (Consistency, Fixed Judges)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1 Judge</strong></td>
<td>$BMS - EMS$</td>
<td>$BMS - EMS$</td>
</tr>
<tr>
<td></td>
<td>$BMS + (k - 1)EMS$</td>
<td>$BMS + (k - 1)EMS$</td>
</tr>
<tr>
<td><strong>All Judges</strong></td>
<td>$BMS - EMS$</td>
<td>$BMS - EMS$</td>
</tr>
<tr>
<td></td>
<td>$BMS$</td>
<td>$BMS$</td>
</tr>
</tbody>
</table>

Table 5 shows the ICC formulas for cases of consistency and whether it is an individual rating or the mean of all the ratings (Brannick, 2003).

<table>
<thead>
<tr>
<th></th>
<th>Case 2A (Absolute Agreement, Random Judges)</th>
<th>Case 3A (Absolute Agreement, Fixed Judges)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1 Judge</strong></td>
<td>$BMS - EMS$</td>
<td>$BMS - EMS$</td>
</tr>
<tr>
<td></td>
<td>$BMS + (k - 1)EMS + k(JMS - EMS)/n$</td>
<td>$BMS + (k - 1)EMS + k(JMS - EMS)/n$</td>
</tr>
<tr>
<td><strong>All Judges</strong></td>
<td>$BMS - EMS$</td>
<td>$BMS - EMS$</td>
</tr>
<tr>
<td></td>
<td>$BMS + (JMS - EMS)/n$</td>
<td>$BMS + (JMS - EMS)/n$</td>
</tr>
</tbody>
</table>

Table 6 shows the ICC formulas for cases of absolute agreement and whether it is an individual rating or the mean of all the ratings (McGraw & Wong, 1996).

Shrout and Fleiss (1979) explained it would be unlikely that the formulas under Cases 2 or 3 would ever be applied in a Case 1 study since the appropriate MSs are not available, however, it would be more likely that ICC(1,1) would be used erroneously on data from Cases 2 or 3. In most practical applications, there are multiple judges and each judge rates each target where generalizations to other raters are permitted or Case 2.

Consider the paired scores (2,4), (4,6), and (6,8), they are perfectly correlated using a consistency definition $ICC(2,1) R = 1.0$, but using an absolute agreement definition $ICC(2A,1) R = .67$ (McGraw & Wong, 1996). Note that the formulas derived for both the random and the fixed models are identical even though the population ICCs are defined differently in the two cases. In either case, the value is the same, however, the distinction is in the interpretation of the ICC not the calculation. When judges are
randomly sampled one can generalize beyond the data, but not when they are fixed (McGraw & Wong, 1996; Nichols, 1998). Also, $ICC(2,k)$ and $ICC(3,k)$ are equal to Cronbach’s alpha, which is based on the number of judges (or items) and the ratio of the average inter-judge covariance to the average judge variance (Nichols, 1998).

The theoretical limits of the $ICC$ are considered to be 0 and 1.0. As a general rule, $R$ is “excellent” if it is larger than .75, “good” if $R$ is between .4 and .75, and “poor” if $R$ is less than .4. The higher the estimate of $R$ indicates there is less of an impact of raters and the more equivalent they are; meaning one could substitute for another in their ratings. However, as Lahey, Downey, and Saal (1983) pointed out that large negative values and large positive values are possible. A negative $ICC$ can be obtained if $BMS$ is less than either $EMS$ or $WMS$ indicating the items were reversely coded (e.g., a judge assigns 0 as the highest score and 10 as the lowest score), the scale was unsuitable for its intended purpose, or the samples were badly correlated. For this reason, they (1983) suggested that researchers always test for the significance of the target ($BMS$) before calculating the $ICC$. Shrout and Fleiss (1979) presented the traditional $F$ test to test for the significance of the $ICC$ values. In the analysis of variance, the $F$ value tests whether the raters significantly differ in their assessments. Here, if a result is significant it confirms there is sufficient evidence to believe the $ICC$ value is significantly different than zero or some other arbitrary value such as .75, which may more appropriately suggest that there is some correlation among the raters’ scores. To compute a value for $F$ it is the ratio of $BMS$ to either $EMS$ or $WMS$ and also tests for the significance of $BMS$. To evaluate the $F$ ratio, the table, *Critical Values for Analysis of Variance or F Test*, is used to establish a critical region for this test presenting a given value of $F$ that would
occur by chance no more than 5% of the time or no more than 1% of the time. The $F$ distribution depends on the $df$ for the numerator and the denominator. If the obtained value is more extreme than the critical value then the ICC value is significant (Lahey, Downey, & Saal, 1983; Salkind, 2000). Consider the three cases of data in Table 3, $ICC(1,1) = 1.0, .18,$ and $.10,$ respectively. Tinsley and Weiss (1975) explained that negative values of $R$ are mathematically possible. Basically, a large negative value that exceeds its theoretical range occurs when the differences between targets approach zero and measurement error is greater than zero (Lahey, Downey, & Saal, 1983). For example, the ratings of Case 3 may have had low IRR primarily due to the restricted range of ratings given by all three raters. However, when negative values are observed in actual practice it implies Rater X Ratee interaction (Tinsley & Weiss, 1975).

Fortunately, there is an easier way to calculate the Shrout and Fleiss (1979) and McGraw and Wong (1996) coefficients by using one of the popular software statistical packages available today. Still, the researcher must select the appropriate ICC to apply to their data set by first determining whether the data are to be treated via a one-way or a two-way ANOVA model based on the source(s) of systematic variability. One systematic source of variance is associated with differences among objects measured (i.e., targets), which is always treated as random in an ANOVA and since it is unknown which scores were given by which judge, a one-way random effects model should be used or Case 1. Variability among the judges is generally treated as a second source of variance, suppose they are a random sample from a larger pool of judges. Then, a two-way random effects model should be used or Case 2. Suppose the set of judges are unique in some way and not considered part of a larger pool of judges, then a two-way mixed effects
model should be use or Case 3. The option of defining agreement in terms of consistency, although it is not estimable under Case 1, or in terms of absolute agreement is the next step in selecting the appropriate ICC. And finally, the researcher must decide whether to obtain the reliability estimate for a single judge’s rating or for the mean of \( k \) ratings. Another advantage of calculating the ICC with a software statistical package is that it also produces significance tests (i.e., \( F \) value tests) as well as confidence intervals for both one-way and two-way models. Confidence intervals are an alternative test to the use of significance and are generally expressed as a range called the lower bound and upper bound. In survey research, for example, it is important to understand how close the reliability estimate is to the true value if the entire sample of the population had been surveyed. Therefore, a confidence interval is a calculated range for the true value, which is often set at 95%, meaning at a 95% confidence level, 95 times out of 100 the true value will fall within this confidence interval (Nichols, 1998; Yaffee, 1998).

**Increasing Reliability**

Error is introduced into the overall evaluation of score reliability by way of such factors as the instrument quality, the assumptions involved in scaling, the conditions of administration, the subjective judgment, and the method used to assess it. Beyond improving measurement quality by time spent on thoughtful design, when there is a lack of agreement and consistency in the data the question becomes what has happened and how to improve it. Systematic rater errors (i.e., restriction of range), interaction effects (i.e., judge X target), homogeneity, item ambiguity, construct confusion, or other survey idiosyncrasies can be sorted out via ICC then researchers may exercise the following strategies to achieve a higher degree of IRA and IRR (Cohen & Swedlik, 2002; Lahey,
Rater training may improve reliability among judges, however, generic lectures to raters are not as effective at enhancing reliability as group discussion along with practice exercises on rater accuracy (Cohen & Swerdlik, 2002). Some of the techniques used in such training programs are role playing, computer simulation, and watching themselves on videotape as well as discussion of a particular rating format, scoring rubrics, job requirements, and observational elements (Cohen & Swerdlik, 2002). Brannick (2003) suggested frame of reference training and training that is specific to the construct of interest. Additionally, developing assessment forms in cooperation with the judges using them, as well as making their tasks simpler may yield better rater reliability. Concrete, observable behaviors are easier to evaluate than abstract concepts. However, simplifying the measure of an intended construct, for example, hostility, and defining it in terms of a specific quantitative pattern of behavior, such as shouting, may not fully capture the concept of hostility. The judges are only able to consider shouting in order to infer the degree of hostility, which can be expressed in many other different ways (Brannick, 2003). If the problem is scoring criteria, then rewriting the scoring rules might add clarity for the judges or together determining agreed-upon scoring rubrics and training raters to use those rubrics (Cohen & Swerdlik, 2002; Linn & Gronlund, 2000).

Another effective strategy to improve measurement quality is to increase the number of items on the instrument as long as each item equivalently measures the same construct under investigation. A single-item test is particularly vulnerable to measurement error since the score of one item, even a well-written item, can be very different from their true score. Estimating over many items, in which some scores will be
high and some low, but on average, they should be nearer to the individual’s true score (Light, Singer, & Willett, 1990). This same strategy can be applied to the number of judges; as judges are added, the variation attributed to measurement error is exchanged for the increasing variability in the judges’ true scores. Unfortunately, for many researchers it may be too expensive to increase the number of judges (Brannick, 2003).

According to Landy and Farr (1980) rater and ratee characteristics are fixed and, unlike the test items, rating format scale, or scoring rubrics, they cannot be easily changed. Therefore, training programs are probably ineffective in eliminating specific biases. Still, little is known about the dynamics of demographic characteristics, such as race and gender, and their affect on ratings. They suggested, “We must learn much more about the way in which potential raters observe, encode, store, retrieve, and record performance information, if we hope to increase the validity of ratings” (p. 100).

This comprehensive view of survey methodology, measurement error, and score validity and reliability points to an empirical evaluation of the meaning of scores and their usefulness. These issues are fundamental whenever evaluative judgements and subsequent decisions are made. The scope of this study investigates the degree of correspondence between expert ratings among judges to better understand the factors that cause raters to disagree, with the ultimate goal of improving their ratings. The extent to which judges agree (or disagree) with one another in their impressions of a common target is the primary focus. Basically, determining there is unreliability of the construct or rating format will certainly lower validity, however, discovering the variation is due to raters’ legitimate differences in perspective will not. Yet, these legitimate differences in opinion among groups of raters often appear as lower IRA and IRR correlations. As a
result, if group membership is considered in the analysis the IRA value should be higher. In this study, limited consideration is given to one particular form of group membership (i.e., profession) in a rating process. Data was collected from expert raters responding to an authentic survey instrument, maintaining important characteristics of the judges and the task, designed to measure the value and impact of Engineering Criteria 2000 (EC2000). Although measures such as percentage agreement, Cohen’s kappa, and Cronbach’s alpha have been commonly used to measure IRA and IRR, these coefficients have serious disadvantages. A score’s usefulness largely depends on how accurately the observed scores allow researchers to generalize about a person’s behavior in some wider set of situations. “G” theory actually extends the basic meaning of ICC, which is calculated using an ANOVA, providing the most information bearing on the degree of agreement and consistency in scores. More appropriate assessment of these rater differences and identification of the specific sources of inconsistency in measurement can help guide revisions and improvements and facilitate more informed interpretations and uses of scores.

Statement of Hypothesis

When group membership is considered in the analysis of data via ICCs collected from two distinct groups of expert judges, who collectively hold legitimate differences in opinions, as a function of their group membership, it is expected the IRA correlation will be higher than the analysis which does not account for group membership.
Method

Aim of Study

The main purpose of this study is to examine the reliability evidence of expert ratings among judges responding to a survey instrument. Estimation of IRA and IRR are pre-requisites for evaluation of scores derived from high levels of judgement to assure that the results provide valid information to make important decisions. By analyzing IRA and IRR via ICC details are revealed about the properties of scores and the dispositions of judges that are central to validation of the instrument.

Participants

Data were gathered from a diverse group of constituents in the engineering profession, ranging from industry hiring recent graduates from a number of different schools, graduate engineering degree program faculty teaching recently entering graduate students, to the institutions themselves. Two of these constituent groups from the engineering community, industry and graduate degree program faculty, had a perception of the overall preparation of their new hires and grad students and the need for specific criteria (i.e., EC2000 student learning outcomes criteria (a-k)). Administrators/faculty from undergraduate-level engineering programs, which make up the third constituent group, were better able to evaluate the importance of the institutional process-oriented EC2000 criteria toward program effectiveness as well as their current degree of implementation. A total of 91 expert raters from a sample of ABET representatives as well as non-ABET members responded to a set of EC2000-related questions specific to their profession. Age, gender, and ethnicity of respondents were not evaluated. However, the majority of respondents (78 or 85.7%) had 10 or more years of experience
in the engineering profession and 57 (62.6%) reported a Ph.D. as their highest degree earned. The industry constituent group, hereafter referred to as industry, consisted of 41 raters and the graduate-level program faculty constituent group, hereafter referred to as education, consisted of 26 raters. On their own accord, an additional six respondents attempted to answer the set of EC2000-related questions for both industry and education as indicated by their professional experience in both occupational areas, however, only four fully completed each section, hereafter referred to as both. A total of 43 raters responded to the process-oriented criteria, hereafter referred to as administrators. Of these, 18 answered only this set of EC2000-related questions, two of the raters also responded to the industry questions and 23 also responded to the education questions. However, there were no raters that responded to all three sets of EC2000-related questions specific to their professions (i.e., industry, education, and administrators).

Most of those from industry (20 or 48.8%) reported the amount of time they spend with recent graduates from ABET accredited, undergraduate engineering programs as “some”, 12 (29.3%) reported “little”, 7 (17.1%) reported “almost none”, and 2 (4.9%) reported “almost all”.

**Measures**

The study included the development of a survey instrument titled ABET Engineering Criteria Survey (Appendix B) designed in collaboration with the Office of Institutional Research at Embry-Riddle Aeronautical University. The survey gathered general data from the respondents (i.e., current profession/position, years in the profession, highest degree), then presented a separate set of EC2000-related questions specific to their profession with clear instructions of how to proceed. Those from
industry were asked about the amount of time they spend with recent graduates from
ABET-accredited, undergraduate engineering programs and to then consider these recent
graduates and respond to EC2000 student learning outcomes criteria (a-k) questions.
Industry representatives then evaluated the importance of each skill for successful
performance in an entry-level engineering position at their company, as well as the actual
job performance of recent graduates (Part A). Graduate-level engineering program
representatives provided similar evaluations, but with respect to success at and actual
performance in a graduate-level engineering program (Part B). Respondents who were
administrators/faculty in an undergraduate-level engineering program were also posed
with the institutional process EC2000 criteria, and asked to evaluate each item’s
importance toward their program’s effectiveness as well as the current degree of
implementation at their university (Part C). All items possessed a five-point Likert-type
rating scale, the value of five being the highest, with anchors at the two endpoints and a
label at the intermediate point. Attached to the questionnaire was a one-page comment
form with ten open-ended questions soliciting feedback from the respondents to evaluate
the survey instrument itself (Appendix C and C1). The survey was designed and printed
using a standard word processor and laser printer, and consisted of a cover letter followed
by five pages of survey questions. A cover letter (Appendix B1-B4) preceded the survey
and was designed to appear as if the survey came directly from ABET. All data gathered
was maintained in Microsoft Excel and then downloaded into SPSS for data generation.
All free form comments were maintained in Microsoft Word.

Procedure
Distribution of the survey instrument was carried out in three different ways. In its first distribution, the American Society of Mechanical Engineers (ASME) agreed to participate in the pilot study of the survey instrument. A contact within ASME was established. The contact person represented the Council on Education division of ASME, comprised of three boards: Engineering Education, Professional Development, and Pre-College Education. 48 surveys were included in the registration materials that were mailed by the contact person to board members who had pre-registered for the ASME Summer Meeting, held June 4-8, 2000, in Providence, Rhode Island. Participants were instructed to complete the survey and bring it to the meeting. Next, in order to obtain a larger sample of respondents, a second distribution consisted of the entire membership of the three boards of the Council on Education division of ASME, who received the survey dated February 2, 2001 by mail. In addition, the Academic Affairs Committee of the American Institute of Aeronautics and Astronautics (AIAA) also received the survey dated February 2, 2001 by mail. Members were assigned code numbers to track their status. Those who did not complete the first mailing were sent a second copy of the survey dated March 8, 2001. The mailing package consisted of a cover letter, the five page survey, the comment form, and a stamped reply envelope. Generated from these membership lists a total of 76 surveys were mailed. Finally, in the third distribution, a remaining 37 surveys were administered through personal contacts to various entities involved in the engineering field to include an engineering firm, a municipality, two government-sponsored agencies, and a university. In total, 161 surveys were distributed and 91 surveys (56.5%) were completed and returned.

Reliability Analysis
To assess the rater reliability, both absolute agreement (IRA) and consistency (IRR), intraclass correlation coefficients (ICC) were calculated for the expert raters (i.e., industry and education) that subjectively judged the same items (i.e., student learning outcomes in Part A or Part B). As described earlier, ICC seeks to compare the variability of different ratings to the total variation across all scores and all targets. Recall that rater agreement indices are based on the extent to which judges assign identical ratings to targets, whereas, reliability indices are based on the extent to which judges produce similar rank orderings for targets (Lahey, Downey, & Saal, 1983). Of the forms of ICC identified by Shrout and Fleiss (1979) and McGraw and Wong (1996), in this case, the two-way random effects model best fit the data of a fully-crossed design where the same set of k judges rated each target. Although the selection of participants was not random, each judge was selected from a much larger population of professional and teaching engineers. Therefore, it is expected that the ratings from each judge would generalize to this population. Since combining multiple ratings generally produces more reliable results, the mean of k ratings will be applied to the appropriate ICC. However, according to Shrout and Fleiss (1979), both units of reliability should be reported, given that the average measure reliability is always greater in magnitude than the reliability of individual ratings.

The focal point in this case was the various judges that rated the same EC2000-related items (i.e., student learning outcomes criteria in Part A or Part B) specific to their profession. The first analysis of the study aimed to find out, regardless of their group membership, did the judges’ ratings covary (i.e., reliability) and was there a reasonable level of agreement among the judges? The initial reliability analysis included the ratings
of eight randomly chosen judges, four that completed Part A, or industry, and four that completed Part B, or education. Hereafter this group was referred to as diverse. Recall that high levels of agreement indicate the various judges share a similar meaning of the construct being measured, regardless of whether or not they apply the construct similarly across targets. High levels of reliability indicate a consistent application of criteria across targets, even if each judge applies the criteria differently (i.e., some judges may be more lenient than others, but their resulting ratings covary). However, an analysis performed without regard to group membership may result in an overall low $ICC$ (i.e., low IRA and/or IRR) since it is possible the different groups collectively hold legitimate differences of opinion about the construct being measured. Subsequently, as part of the second analysis, the diverse group was separated into their specified constituent groups, industry or education. Then, the ratings of four randomly chosen judges from industry and four randomly chosen judges from education were newly added to the two constituent groups, for a total of eight judges in each group. Once group membership was considered agreement and consistency within a constituent group became the key issue and as a result the IRA value should increase. Combining the judges from each of their respective constituent groups, industry and education, into a single group of judges, diverse, should increase the amount of variance in their ratings, and thus, increase the standard error of the IRR and IRA estimates resulting in the decreased IRR and IRA values. Still, common judges responding to a well-developed survey with a well-defined construct may truly disagree with one another (i.e., low IRA), therefore, in conjunction with a high IRR value indicates a consistent within-group application of criteria.
To illustrate the computations of ICC consider the Truax and Carkhuff Accurate Empathy Scale hypothetical data from Table 3. For an ANOVA analysis the dependent variable and the independent variables must first be identified. The dependent variable in this research is the individual ratings (i.e., scores) for each counselor on the Truax and Carkhuff Accurate Empathy Scale (1967, as cited in Tinsley & Weiss, 1975) and the independent variables are the three raters (i.e., judges) and the 10 counselors that were evaluated (i.e., targets). The initial results calculated by Tinsley and Weiss (1975), $R = 1.0, .18, \text{ and } .10, \text{ respectively, used the formula } ICC(1,1) \text{ to estimate ICC. Recall there is only one ICC of each type for one-way data, absolute agreement of a single measure and an average measure. In other words, the reliability of a single rating was estimated for absolute agreement only indicating each counselor was rated by a different set of judges, meaning there is no way to disentangle variability due to specific raters, interactions of raters with targets, and measurement error. Instead and as specified in this current study, a two-way random effects model was applied to the same data. ICC was measured using both a consistency and an absolute agreement definition for both the individual ratings and the mean of all judges or ICC(2,1) and ICC(2,3) and ICC(2A,1) and ICC(2A,3).}

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>$df$</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>0.00</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>190.80</td>
<td>9</td>
<td>21.20</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>0.00</td>
<td>18</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 7 ANOVA summary table for Case 1

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>$df$</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>80.00</td>
<td>2</td>
<td>40.00</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>60.00</td>
<td>9</td>
<td>6.67</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>0.00</td>
<td>18</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 8 ANOVA summary table for Case 2
<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>1.80</td>
<td>2</td>
<td>.90</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>3.20</td>
<td>9</td>
<td>.36</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>8.20</td>
<td>18</td>
<td>.46</td>
</tr>
</tbody>
</table>

Table 9 ANOVA summary table for Case 3

<table>
<thead>
<tr>
<th>Formulas</th>
<th>Calculations</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Judge, Consistency</td>
<td>BMS - EMS</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>BMS + (k - 1)EMS</td>
<td></td>
</tr>
<tr>
<td>All Judges, Consistency</td>
<td>BMS - EMS</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>BMS</td>
<td></td>
</tr>
<tr>
<td>1 Judge, Absolute Agreement</td>
<td>BMS - EMS</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>BMS + (k - 1)EMS + k(JMS - EMS)/n</td>
<td></td>
</tr>
<tr>
<td>All Judges, Absolute Agreement</td>
<td>BMS - EMS</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>BMS + (JMS - EMS)/n</td>
<td></td>
</tr>
</tbody>
</table>

Table 10 Computation of ICC for Case 1

<table>
<thead>
<tr>
<th>Formulas</th>
<th>Calculations</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Judge, Consistency</td>
<td>BMS - EMS</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>BMS + (k - 1)EMS</td>
<td></td>
</tr>
<tr>
<td>All Judges, Consistency</td>
<td>BMS - EMS</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>BMS</td>
<td></td>
</tr>
<tr>
<td>1 Judge, Absolute Agreement</td>
<td>BMS - EMS</td>
<td>.36</td>
</tr>
<tr>
<td></td>
<td>BMS + (k - 1)EMS + k(JMS - EMS)/n</td>
<td></td>
</tr>
<tr>
<td>All Judges, Absolute Agreement</td>
<td>BMS - EMS</td>
<td>.63</td>
</tr>
<tr>
<td></td>
<td>BMS + (JMS - EMS)/n</td>
<td></td>
</tr>
</tbody>
</table>

Table 11 Computation of ICC for Case 2

<table>
<thead>
<tr>
<th>Formulas</th>
<th>Calculations</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Judge, Consistency</td>
<td>BMS - EMS</td>
<td>-.08</td>
</tr>
<tr>
<td></td>
<td>BMS + (k - 1)EMS</td>
<td></td>
</tr>
<tr>
<td>All Judges, Consistency</td>
<td>BMS - EMS</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td>BMS</td>
<td>.36</td>
</tr>
<tr>
<td>1 Judge, Absolute Agreement</td>
<td>BMS - EMS</td>
<td>.36</td>
</tr>
<tr>
<td></td>
<td>BMS</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>BMS - EMS</th>
<th>( BMS + (k-1)EMS + k(JMS-EMS)/n )</th>
<th>(.36 - .46)</th>
<th>(-.07)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Judges, Absolute Agreement</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BMS - EMS</th>
<th>( BMS + (JMS-EMS)/n )</th>
<th>(.36 - .46)</th>
<th>(.25)</th>
</tr>
</thead>
</table>

Table 12 Computation of ICC for Case 3

<table>
<thead>
<tr>
<th>ICC</th>
<th>95% Confidence Interval</th>
<th>F Test with True Value ( .75 )</th>
<th>df1</th>
<th>df2</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
<td>Value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Judge, IRR</td>
<td>1.00</td>
<td>1.00</td>
<td>.014</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>All Judges, IRR</td>
<td>1.00</td>
<td>1.00</td>
<td>.63</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>1 Judge, IRA</td>
<td>.36</td>
<td>.760</td>
<td>.185</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>All Judges, IRA</td>
<td>.63</td>
<td>.905</td>
<td>.556</td>
<td>9</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 13 Computed confidence intervals and F values (BMS/EMS), significant at .05 level for Case 2

<table>
<thead>
<tr>
<th>ICC</th>
<th>95% Confidence Interval</th>
<th>F Test with True Value ( .75 )</th>
<th>df1</th>
<th>df2</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
<td>Value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Judge, IRR</td>
<td>-.08</td>
<td>.324</td>
<td>.078</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>All Judges, IRR</td>
<td>-.28</td>
<td>-2.753</td>
<td>.195</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>1 Judge, IRA</td>
<td>-.07</td>
<td>-.292</td>
<td>.072</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>All Judges, IRA</td>
<td>-.25</td>
<td>-3.509</td>
<td>.182</td>
<td>9</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 14 Computed confidence intervals and F values (BMS/EMS), significant at .05 level for Case 3

Notice the IRR values, \( ICC(2,1) R = 1.0, 1.0, \) and \(-.08\), respectively, were altered when a two-way random effects model was used instead of a one-way random effects model, \( ICC(1,1) R = 1.0, .18, \) and \(.10\), respectively. The new ICC values for Case 1 and Case 2 were larger than \( .75\), which was considered “excellent” (Lahey, Downey, & Saal, 1983). However, since none of the other values were nominally greater than \( .75\), and since \( R \) actually equals 1.0 in Case 1 and Case 2, it is unnecessary to present the obvious results of the confidence intervals and the F value test, which tests for significance.

Shrout and Fleiss (1979) explained, for the same set of data, \( ICC(1,1) \) will, on average,
produce smaller values than $ICC(2,1)$ and $ICC(3,1)$. Since the effect of judges is the same for all targets under $ICC(2,1)$ and $ICC(3,1)$ the inter-judge variability does not affect the expectation of $BMS$. Therefore, under $ICC(1,1)$, the $MS$ for judges is included in the $MS$ for error and the $BMS$ value tends to be larger than that in $ICC(2,1)$ and $ICC(3,1)$. Thus, the difference between the two estimates of reliability were largest for Case 2 where the largest mean differences among the raters occurred (Shrout & Fleiss, 1979; Tinsley & Weiss, 1975).

Notice in Case 2, the ratings were in perfect agreement (i.e., $R$ approaches 1.0) when a consistency definition was used, $ICC(2,1) R = 1.0$ and $ICC(2,3) R = 1.0$, but not an absolute agreement definition, $ICC(2A,1) R = .36$ and $ICC(2A,3) R = .63$. For consistency measures, the inter-judge variance (i.e., column effects) is excluded from the denominator because it is considered an irrelevant source of variance. For example, it is does not matter that Rater 1 assigns relatively low scores and Rater 3 high scores. In contrast, the absolute agreement measure includes total score variance in the denominator, therefore, the systematic differences among levels of ratings are considered relevant. In Case 2, low agreement among the raters was reflected in their mean ratings of 3, 5, and 7, respectively. However, since the counselors (i.e., targets) were ordered similarly the three raters were proportional in their ratings. Fundamentally, IRR fails to show that the raters differed in their ratings of the counselors. Clearly, both types of information are important in evaluating subjective ratings (McGraw & Wong, 1996; Tinsley & Weiss, 1975).

Finally, Tinsley and Weiss (1975) explained that negative values of $R$ are mathematically possible. For example, the ratings of Case 3, $ICC(1,1) R = -.10$ and
$ICC(2,1)\ R = -.08$, may have had low IRR primarily due to the restricted range of ratings given by all three raters. However, when negative values are observed in actual practice (i.e., $BMS$ is less than either $EMS$ or $WMS$) it implies, not only a complete lack of reliability, but also a Rater by Ratee interaction, badly correlated samples, reversely coded items (e.g., a judge assigns 0 as the highest score and 10 as the lowest score), or an unsuitable scale (Lahey, Downey, & Saal, 1983).
Results

Table 15 shows the recorded judgements for eight random judges, represented as diverse, on the 22 EC2000 student learning outcomes criteria labeled targets. Judges 1 through 4 belonged to the constituent group, industry, and Judges 5 through 8 belonged to the constituent group, education. All of the judges earned a Ph.D., except for Judge 4 who earned a Master’s degree. All of the judges reported 10 or more years of experience in their field, except for Judge 4 and Judge 8, who reported 4 to 6 years and 1 to 3 years, respectively. Appendix D provides additional general data gathered from each judge (i.e., current profession/position, survey distribution method). Table 15 also includes $\bar{X}$, which is the mean rating for a judge, and $s_x$, which is the standard deviation of the judge’s ratings.

<table>
<thead>
<tr>
<th>Targets</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>21</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>
In addition to means and the standard deviation of the judge’s ratings, for an ANOVA the dependent variable and the independent variables must also be identified. The dependent variable was the individual ratings (i.e., scores) for each judge on the ABET Engineering Criteria Survey and the independent variables were the eight judges \((k = 8)\) and the 22 EC2000 student learning outcomes criteria \((n = 22)\) that were evaluated (i.e., targets). Table 16 shows the results from an ANOVA summary table for the diverse group necessary to compute the ICCs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>37.27</td>
<td>7</td>
<td>5.32</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>71.73</td>
<td>21</td>
<td>3.42</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>78.86</td>
<td>147</td>
<td>.54</td>
</tr>
</tbody>
</table>

Table 16 ANOVA summary table for diverse group

<table>
<thead>
<tr>
<th>Source</th>
<th>Formulas</th>
<th>Calculations</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge, Consistency</td>
<td>(BMS - EMS)</td>
<td>(BMS + (k - 1)EMS)</td>
<td>(3.42 - .54)</td>
</tr>
<tr>
<td>All Judges, Consistency</td>
<td>(BMS - EMS)</td>
<td>(BMS)</td>
<td>(3.42 - .54)</td>
</tr>
<tr>
<td>1 Judge, Absolute Agreement</td>
<td>(BMS - EMS)</td>
<td>(BMS + (k - 1)EMS + k(JMS - EMS)/n)</td>
<td>(3.42 - .54)</td>
</tr>
<tr>
<td>All Judges, Absolute Agreement</td>
<td>(BMS - EMS)</td>
<td>(BMS + (JMS - EMS)/n)</td>
<td>(3.42 - .54)</td>
</tr>
</tbody>
</table>

Table 17 Computation of ICC for diverse group

The ICC values calculated for the diverse group and were tested against the desired value of .75. As noted in Table 18, the IRA and IRR values were not statistically different from the test value of .75 (alpha set at .05). The lower bound estimate for IRR
was .72 and for IRA was .62. Both of these values were respectable, but not above the desired value of .75.

<table>
<thead>
<tr>
<th></th>
<th>ICC</th>
<th>95% Confidence Interval</th>
<th>F Test with True Value .75</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
<td>Value</td>
</tr>
<tr>
<td>1 Judge, IRR</td>
<td>.40</td>
<td>.243</td>
<td>.607</td>
</tr>
<tr>
<td>All Judges, IRR</td>
<td>.84</td>
<td>.720</td>
<td>.925</td>
</tr>
<tr>
<td>1 Judge, IRA</td>
<td>.32</td>
<td>.174</td>
<td>.532</td>
</tr>
<tr>
<td>All Judges, IRA</td>
<td>.79</td>
<td>.620</td>
<td>.902</td>
</tr>
</tbody>
</table>

Table 18: Computed confidence intervals and F values (BMS/EMS), significant at .05 level for diverse group

Table 19 shows the recorded judgements for eight random judges, represented as industry, on the 22 EC2000 student learning outcomes criteria labeled targets. The diverse group was separated into their specified constituent groups; the industry group consisted of the original Judges 1 through 4 and the ratings of four randomly chosen judges from industry, Judges 9 through 12, were newly added for a total of eight judges. All of the judges earned a Ph.D., except for Judge 4, who earned a Master’s degree. All of the judges reported 10 or more years of experience in their field, except for Judge 4, who reported 4 to 6 years. Appendix D provides additional general data gathered from each judge (i.e., current profession/position, amount of time spent with recent graduates—industry only, survey distribution method). Table 19 also includes $\bar{X}$, which is the mean rating for a judge, and $s_x$, which is the standard deviation of the judge’s ratings.
Table 19 Industry groups’ rating of EC2000 student learning outcomes criteria

Table 20 shows the results from an ANOVA summary table for the industry group necessary to compute the ICCs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>23.54</td>
<td>7</td>
<td>3.36</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>104.17</td>
<td>21</td>
<td>4.96</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>87.34</td>
<td>147</td>
<td>.59</td>
</tr>
</tbody>
</table>

Table 20 ANOVA summary table for industry group

<table>
<thead>
<tr>
<th>Formulas</th>
<th>Calculations</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Judge, Consistency</td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>BMS – EMS</td>
<td>4.96 – .59</td>
<td></td>
</tr>
<tr>
<td>BMS + (k – 1)EMS</td>
<td>4.96 + (7) .59</td>
<td></td>
</tr>
<tr>
<td>All Judges, Consistency</td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>BMS – EMS/bMS</td>
<td>4.96 – .59</td>
<td></td>
</tr>
<tr>
<td>1 Judge, Absolute Agreement</td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>BMS – EMS</td>
<td>4.96 – .59</td>
<td></td>
</tr>
<tr>
<td>BMS + (k – 1)EMS + k(JMS – EMS)/n</td>
<td>4.96 + (7) .59 + 8(3.36 – .59)/22</td>
<td></td>
</tr>
<tr>
<td>All Judges, Absolute Agreement</td>
<td></td>
<td>.43</td>
</tr>
</tbody>
</table>
### Table 21 Computation of ICC for industry group

<table>
<thead>
<tr>
<th></th>
<th>4.96 - .59</th>
<th>.86</th>
</tr>
</thead>
<tbody>
<tr>
<td>( BMS - EMS )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( BMS + (JMS - EMS)/n )</td>
<td>4.96 + (3.36 - .59)/22</td>
<td></td>
</tr>
</tbody>
</table>

Table 22 shows the results of the confidence intervals and appropriate F value test indicating the computed values for the average ratings were statistically larger than the test value of .75.

<table>
<thead>
<tr>
<th></th>
<th>95% Confidence Interval</th>
<th>F Test with True Value .75</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>1 Judge, IRR</td>
<td>.48</td>
<td>.315</td>
</tr>
<tr>
<td>All Judges, IRR</td>
<td>.88</td>
<td>.786</td>
</tr>
<tr>
<td>1 Judge, IRA</td>
<td>.43</td>
<td>.270</td>
</tr>
<tr>
<td>All Judges, IRA</td>
<td>.86</td>
<td>.745</td>
</tr>
</tbody>
</table>

Table 22 Computed confidence intervals and F values \((BMS/EMS)\), significant at .05 level for industry group

Table 23 shows the recorded judgements for eight random judges, represented as education, on the 22 EC2000 student learning outcomes criteria labeled targets. The diverse group was separated into their specified constituent groups; the education group consisted of the original Judges 5 through 8 and the ratings of four randomly chosen judges from education, Judges 13 through 16, were newly added for a total of eight judges. All of the judges reported a Ph.D. as their highest degree earned. All of the judges reported 10 or more years of experience in their field, except for Judge 8, who reported 1 to 3 years. Appendix D provides additional general data gathered from each judge (i.e., current profession/position, survey distribution method). Table 23 also includes \( \bar{X} \), which is the mean rating for a judge, and \( s_x \), which is the standard deviation of the judge’s ratings.
### Table 23

<table>
<thead>
<tr>
<th>Targets</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 24

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>28.25</td>
<td>7</td>
<td>4.04</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>86.43</td>
<td>21</td>
<td>4.12</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>56.75</td>
<td>147</td>
<td>.39</td>
</tr>
</tbody>
</table>

Table 23 Education groups’ rating of EC2000 student learning outcomes criteria

Table 24 shows the results from an ANOVA summary table for the education group necessary to compute the ICCs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Label</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge</td>
<td>JMS</td>
<td>28.25</td>
<td>7</td>
<td>4.04</td>
</tr>
<tr>
<td>Target</td>
<td>BMS</td>
<td>86.43</td>
<td>21</td>
<td>4.12</td>
</tr>
<tr>
<td>Judge * Target</td>
<td>EMS</td>
<td>56.75</td>
<td>147</td>
<td>.39</td>
</tr>
</tbody>
</table>

Table 24 ANOVA summary table for education group

<table>
<thead>
<tr>
<th>Formulas</th>
<th>Calculations</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Judge, Consistency</td>
<td>BMS − EMS</td>
<td>4.12 − .39</td>
</tr>
<tr>
<td></td>
<td>BMS + (k − 1)EMS</td>
<td>4.12 + (7).39</td>
</tr>
</tbody>
</table>

All Judges, Consistency
Table 25 Computation of ICC for education group

Table 26 shows the results of the confidence intervals and appropriate $F$ value test indicating the computed values for the average ratings were statistically larger than the test value of .75.

Table 26 Computed confidence intervals and $F$ values ($BMS/EMS$), significant at .05 level for education group

Table 27 Summary of ICC computations for diverse, industry and education groups
In all three data sets, notice the IRR and IRA estimates for the single judge were lower than the average measure and since these values often contain too much uncertainty, the mean ICC ratings, or “All Judges”, were used for analysis purposes. The IRR and IRA values for the industry and education groups were at or above the desired value of .75, but the IRR and IRA values for the diverse group failed to statistically differ from the test value of .75. Combining the judges from each of their respective constituent groups, industry and education, into a single group of judges, diverse, increased the amount of variance in their ratings, and thus, increased the standard error of the IRR and IRA estimates resulting in the decreased IRR and IRA values. Figures 2 and 3 illustrate graphically the confidence interval data providing the lower bounds and the upper bounds estimate of the computed IRR and IRA values for each distinct group of judges, respectively.

Figure 2 Computed IRR values and confidence intervals
Figure 3 Computed IRA values and confidence intervals
Discussion

By simply looking at the standard descriptive statistics for the individual judges in each constituent group revealed interesting information about the judges and the rating process. In the diverse group, the low mean scores of Judge 3, Judge 4, and Judge 1 indicate they tended to score more harshly than the others did. The high mean scores of Judge 8, Judge 2, and Judge 5 showed they were more generous. The mean scores of Judge 7 and Judge 6 showed them to be middle-of-the-road. Additionally, the larger the standard deviation, the more spread the scores are, and the more different from one another. In that, the low standard deviation of Judge 8’s ratings indicate that he/she marked deviations in performance quality on a finer scale than the others, while the high standard deviations for Judge 1 and Judge 4 showed they made free use of the rating scale in their range of scores. In all three data sets, the individual judges seemed to be quite different in their methods of scoring, however, there is much more to be learned in survey interpretation and their individual summary statistics do not provide enough detail.

Using ICC to measure the correlation among multiple observations (i.e., judges) on randomly selected objects of measurement (i.e., targets) offers real advantages over traditional analysis. In a single measure one can determine absolute rater differences on the one hand (i.e., IRA) and rank order similarities on the other (i.e., IRR). This level of detailed information is not available with other approaches. ICC is a derivative of “G” theory that uses a familiar statistical method, the repeated measures analysis of variance (ANOVA), to make use of details about the relative contributions of various factors, such as variability due to the raters and what is being rated (i.e., targets) and their interactions to the total score variance. These kinds of interaction effects are expected in most
measurement situations and are critically important in research. Especially when data are
in the form of ratings, this measurement model provides the most accurate reliability
method for measuring the systematic effects of several variables on the consistency of
scores that simultaneously intrude in any given measurement application (Goodwin,
2001; Thompson, 2003b).

Overall, the ratings from all three distinct groups of judges, diverse, industry, and
education, resulted in ICC values larger than .75, which were considered “excellent”
(Lahey, Downey, & Saal, 1983). The high levels of agreement, .79, .86, and .87 for
diverse, industry, and education, respectively, indicate the various judges shared a
common interpretation of the construct being measured. For instance, a majority of
judges rated the dominant skill as engagement in life-long learning (Skill 8). Since they
classified the statement in exactly the same way it implies that the judges were essentially
providing the same information. If some judges classified the major skill as ability to
communicate (Skill 9) and some classified the major skill as the ability to apply
knowledge of mathematics, science, and engineering (Skill 3), then a breakdown in their
shared understanding would have occurred introducing standard error, thus, resulting in
lower IRA values.

Overall, the high levels of reliability, .84, .88, and .91 for diverse, industry, and
education, respectively, indicate a consistent application of the scoring criteria across
targets, even if each judge applied the criteria differently (i.e., some judge may be more
lenient than others). Basically, IRR estimates the extent to which the judges applied their
ratings in a manner that is predictable and replicable. Regardless of whether the judges
exhibited exact agreement, here, what is most important was that each judge applied the rating scale consistently within his or her own definition of the scale.

In an analysis of data collected from distinct groups of judges who collectively hold legitimate differences in opinions, as a function of their group membership, disagreement among the rater groups would be expected. Clearly, if the responses among judges within a given constituent group showed little convergence (i.e., agreement), then the reliability and subsequently, the validity of the scores should be seriously questioned. Therefore, it seems that within-group IRA is a more appropriate requirement for assessing score reliability and rater validity.

These preliminary results suggested that the various raters showed a high degree of agreement regarding overall preparation of their new hires and grad students and the need for specific criteria (i.e., EC2000 student learning outcomes criteria (a-k)) though the IRA values declined from .87 to .86 to .79 for the education, industry, and diverse groups, respectively. When group membership was considered in the analysis, the IRA value was higher demonstrating there was, in fact, increased internal agreement within the two distinct constituent groups, industry and education. Furthermore, the issue of reporting IRA across constituent groups (i.e., diverse) appeared to recognize the role-related nature of ratings from various perspectives. This supports the hypothesis that basically, more constituency relevant information generally increased agreement, suggesting that raters who represented education or industry, and considered common judges, agreed more than the diverse group, who varied in their perspectives to some degree.
Another possible method of comparing IRA and IRR values was to look at the confidence interval data for each distinct group of judges. The purpose of a confidence interval is to obtain likely lower and upper bound values for a given outcome score. More importantly, the lower bound value actually indicates the lowest possible value that both the IRA and IRR correlations might be with a certain level of confidence. One can then use the lower bound condition in subsequent computations and decision-making processes as a worst case scenario. In the context of IRR and IRA, smaller confidence intervals, all other things being equal, indicated a higher degree of homogeneity with regard to expected ratings at the population level. The largest confidence intervals were reported for the both the diverse group’s IRR and IRA reliability coefficients. They ranged from .720 to .925, or +/- .205 points and .620 to .902, or +/- .282 points, respectively. Oppositely, the smallest confidence intervals were found in the IRR and IRA reliability coefficients for the education group, which ranged from .833 to .955, or +/- .122 points and .757 to .940, or +/- .183 points, respectively. This suggests that the group of common judges, in this case, the education group, was much more consistent in their application of the rating criteria and had nearly identical scores regarding the trait of interest. Furthermore, in the absence of a statistical test for comparing ICCs and determining the observed difference between the two groups are not likely to occur by sampling error, the overlapping confidence intervals could be put to use instead. At the point estimates where each of the three distinct groups overlap may represent the true group differences if the study were repeated using different judges from the same population.
In contrast to IRA, when the means of the different judges are very different, IRR values may still be high such as the high levels of reliability, .84, .88, and .91 for diverse, industry, and education, respectively. A disadvantage of consistency estimates (i.e., IRR) is that they are highly sensitive to the distribution of data. For example, if all ratings by all judges for all targets were identical, then a reduced level of variation within the ratings causes the scores to appear unreliable (i.e., low IRR) even though they were accurately reflecting raters’ true scores. Restricted variability within the judges’ ratings may occur particularly if group membership is considered in the interpretation of the data due to the homogenous nature of a group of common judges. As the group of judges or the group of targets become more homogeneous, the power of the ICC to detect patterns in the data becomes limited. Other potential sources leading to lack of variability may be a presence of an interaction between judges and targets, a set of consensual judges (i.e., too lenient or too severe), or a rating system that is prone to range restriction. Once these sources of unreliability are ruled out and there is no correlation that exists among the raters indicates that either they are not in agreement about the construct being measured (i.e., low IRA) or the rating instrument in incapable of reflecting their “true” scores (i.e., low IRR). In essence, it is not enough to just state the ratings are unreliable, in order to understand the dynamics of the judgements it is necessary to further investigate the source or sources leading to the unreliability (Lahey, Downey & Saal, 1983).

Still, common judges responding to a well-developed survey with a well-defined construct may truly disagree with one another (i.e., low IRA and low IRR). The raters themselves may still vary in their perspectives and provide different answers to the same well-worded questions. Basically, a low IRA correlation in conjunction with a high IRR
correlation indicates that while the various judges may not have reached a consensus about the construct being measured, they do share a consistent within-group application of rating scale.

Regardless, each of these conditions affects the overall utility of the instrument. If the raters' scores varied because the construct was poorly defined or the rating scale was defective (i.e., survey idiosyncrasies) then survey validity surely will be diminished; however, legitimate differences of opinion (i.e., rater idiosyncrasies) will not necessarily diminish its validity. Traditional concepts of reliability and validity recommend whenever IRA or IRR are low, the scores are of no value and the instrument must be revised or discarded due to poor survey construction and not because of the “true” ideological differences among the judges’ perspectives. To use a common analogy, comparing evaluations across different rater groups is like comparing apples and oranges; they both are fruits, just different kinds of fruits (Bozeman, 1997, p. 314). Therefore, and in response to any previous recommendations, it is proposed that the ratings obtained from different groups of common judges who may collectively hold legitimate differences of opinion still be considered reliable and valid, even if they do not exhibit high levels of agreement.

Recommendations

In this study, what was of interest was whether the groups of judges systematically differed in their ratings as a function of their group membership. These preliminary results suggested that IRA values increased when group membership was considered in the analysis indicating an improved within-group convergence in ratings between raters. However, explaining the convergence in ratings between raters is an
interesting hypothesis for future research. Little is known about the moderating influences on the evaluative judgement process, in which case exploring what raters do implicitly will enhance understanding of the psychology that underlies ratings.

Potentially important moderating influences on the quality of ratings may be the judges’ level of education and experience, as well as their roles, duties, and responsibilities. For example, experienced raters are more likely to have extensive knowledge of the worker characteristics needed to perform a certain job. They may be exposed to similar experiences over time, which will provide a common frame of reference when making judgements. In the same way, supervisors are more likely to evaluate an individual’s performance differently than would a subordinate or a peer. Supervisors are evaluating the individual in his or her role as a subordinate and subordinates are rating the individual in his or her role as a supervisor. Essentially, the two distinct groups of judges are not evaluating the same thing, constituting different domains of job performance. This issue has implications for the creation of different assessment tools for use by different groups of judges. It is unrealistic to expect all of these judges with varying capacities to respond similarly to identical, generic rating formats (Bozeman, 1997).

Another recommendation would be to estimate the rater agreement and consistency in several different ways. Each of these approaches may produce different results and information about the consistency of scores. In particular, the results of a “G” study, one in which all the available information from raters, ratees, items, and occasions (i.e., the major sources of measurement error) are included as facets, provides the most information on the reliability of scores (Goodwin, 2001). Only “G” theory simultaneously examines all the measurement influences and the interaction effects, as
well as, estimates reliability coefficients in the context of different decisions (i.e., a decision study or “D” study). The ANOVA method is a powerful tool to estimate variance components and then use these variances to estimate score reliability. The magnitude of the variance components indicates how much each facet contributes to measurement error. First, the ANOVA provides mean squares (MS), from the MS, variance components can be estimated. From these estimated variance components the coefficients of generalizability, analogous to a reliability coefficient, can be calculated. Next, the “G” study then estimates the magnitude of as many potential sources of measurement error. And finally, the “D” study uses this information to design a measurement that minimizes error for a particular purpose (Shavelson, Webb, & Rowley, 1989).

However, it seems there is little indication that these recent advances in reliability methods are even being applied more generally in either published research literature or in popular psychological testing and assessment textbooks. Perhaps the lack of widespread use of these out-of-the-ordinary reliability coefficients in the technical literature is because they are too technical or many researchers’ misconceptions and unawareness may be due to decreased emphasis on measurement course work in doctoral programs. Furthermore, researchers may be operating in a measurement vacuum, in that they are unfamiliar with the analysis and reporting of reliability coefficients outside of their area of expertise (i.e., medical research vs educational research). It is hoped that this study may motivate researchers to report ICC reliability coefficients for their own judgmental data, which could improve the quality of literature reviews and facilitate more informed interpretations of scores (Goodwin, 2001, Henson, 2001).
If important decisions are made with respect to specific scores, another potential problem area may be regarding the standards for accepting or rejecting inter-judge reliability coefficients. Should statistical analyses that involve judgmental data be held to a higher standard than internal consistency estimates since it is known that some reliability methods provide higher reliability coefficients than others? The fact that all three data sets easily fell into the “excellent” category suggests that the guidelines may be too liberal. If much higher inter-judge reliability coefficients were recommended, for example, values of .90 and above are considered “excellent”, then most reliability coefficients would tend to be lower than the established standards.

In the interpretation of results, confidence intervals were adopted in absence of formal standards for comparing ICCs. Applying this procedure lacks a strong empirical basis, which may not be completely satisfactory or perhaps, misused. Consequently, the question remains whether or not the conclusions would withstand for the three distinct groups of judges. A comparison of multiple studies that utilize ICCs to estimate IRA and IRR of subjective data would address this issue, if they were available.

Finally, in most studies, there is a limited budget for both money and time so naturally, researchers must determine the maximum number of judges and targets to be used in any given measurement situation. Unfortunately, the type and number of judges and targets influences the kinds of inferences that can be drawn from a study. For example, a study with smaller numbers of either may pose problems in generalizing the study to some populations of judges or targets. In order to provide clinicians with good instruments to work with, survey developers should strive not only for higher reliability, but also for more precise reliability coefficients by increasing the number of subjects
whenever possible (Brannick, 2003). Fortunately, when this is not possible, ICC, with perhaps more practical significance than statistical significance, can estimate reliability for either one rater or for more than one rater. In this study, more precise reliability determinations could be obtained by repeating the analysis with eight more different judges in each of the three distinct groups and examine the various reliability values.

In this application, the purpose of examining rater agreement and consistency was not to estimate the accuracy of ratings by a single judge. Instead, the aim was more to understand the factors that cause experts to disagree, with the ultimate goal of improving their ratings. The scope of this study was limited to the consideration of one particular form of group membership (i.e., profession) in a rating process, however, there is a wide variety of issues that should be further examined when measurement depends on judgmental indices. In addition to the group-related variables (i.e., education level, experience, and roles), which was previously discussed, other issues include: the types of rating formats, dynamic nature of dimensions to be rated, rating context (i.e., the purpose for the rating), characteristics of rater and ratees (i.e., age, gender, race, cognitive abilities, psychological state, knowledge of the ratee), results of the rating (i.e., actions based on this information) (Landy & Farr, 1980). Research is this area is long overdue to suggest a more unified and modernized approach in an effort to better understand individual rater differences and improve the validity of their judgements.
Summary

Many important decisions are made on the basis of subjective evaluations. As such, the quality of these ratings is an important concern in both research and practice. For instance, would the same scores be obtained if a different but equally knowledgeable judge rated the same items? This variation or unreliability in scores is generally unrelated to the purpose of the measurement and ultimately, reduces its usefulness. Thus, reliability (or lack thereof) carries with it implications for how ratings across judges impacts the validity of scores. In essence, unreliability of the construct or rating format will lower validity, however, variation due to raters’ legitimate differences in perspective will not. Investigating the convergence in ratings between raters will help to better understand the disposition underlying ratings. That is, their inter-individual differences (i.e., rater idiosyncrasies), which are considered to be a part of their true variance, and unlikely to be trained away or irrelevant factors that can be better experimentally controlled (i.e., survey idiosyncrasies). The only way this question can be answered conclusively is through empirical analysis. Although there are numerous methods available to measure the degree of agreement and consistency between raters’ scores, modern generalizability theory (“G” theory) offers the best estimates for true reliability. Intraclass correlation coefficient (ICC), which is an extension of “G” theory, estimates reliability using a repeated measures ANOVA to isolate multiple sources of error and the interactions among them, rather than just one. This approach provides the most information about rater differences allowing more accurate decisions to be made from the resultant scores. The focus of this study was to utilize ICCs to estimate both inter-rater agreement (IRA) and inter-rater reliability (IRR) of subjective data gathered from
engineering professionals (i.e., judges) responding to a questionnaire. The preliminary results suggested that the various judges showed a high degree of agreement in their ratings, however, IRA values increased when group membership was considered in the analysis indicating an improved within-group convergence in ratings between raters. Furthermore, the issue of reporting a lower IRA across constituent groups of various judges who possess true differences in opinions is still informative since their lack of agreement may not be due to poor survey construction, as demonstrated by a high IRR correlation. Ultimately, calculations using ICCs to determine if groups of judges systematically differ in their opinions demonstrates the need to further investigate the source or sources which lead to unreliability.
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Appendix A

Accreditation Board of Engineering and Technology (ABET)

ABET is the recognized accreditation agency for programs leading to degrees in applied science, computing, engineering, and technology at colleges and universities across the nation. For over 70 years, ABET has provided leadership and advancement of education in the engineering community which includes industry, academe, and government and embodies a federation of 32 professional and technical societies representing these fields. ABET currently accredits over 2,500 programs at 550 colleges and universities in the U.S. It has been recognized by CHEA since 1997 as a specialized professional accrediting organization that accredits programs, not institutions. As one of the most respected accreditation agency in the U.S., most state licensing boards and certification programs require graduation from an ABET-accredited program in order to practice professionally (ABET, 2005, About ABET).

Engineering Criteria 2000 (EC2000)

In 1994, ABET responded to industry and educational leaders concerned about engineering graduates not being adequately prepared to perform in a new, modern engineering environment. These forward-thinking leaders believed that graduates lacked skills such as the ability to work in a team and communicate effectively, and they had little knowledge of customer service, continuous quality improvement, and global and societal responsibilities. At the same time, ABET’s accreditation criteria and process was criticized by its constituents as too rigid and prescriptive thus, discouraging program innovation to prepare graduates facing a new working environment. So in 1994, ABET held three consensus-building workshops, which included members of professional and
technical engineering societies, university presidents, deans, and faculty, engineers in industry and private practice, government researchers and regulators, state engineering licensure and registration board members, and ABET leaders and board members. With the help of workshop participants from all facets of the engineering community, in 1997, ABET instituted a strategic plan and revolutionary engineering criteria to continuously address the most current challenges engineering graduates face and the tools needed to meet them (ABET, Inc., 2004). The central focus of ABET's newly adopted outcomes-based Engineering Criteria 2000 (EC2000) is on what is learned rather than what is taught. This new assessment process is more flexible, informed by the mission and goals of its individual programs and institutions, and reinforces the call for continuous improvement (ABET, 2005, About ABET). Today, EC2000 is applied in the evaluation of all ABET accredited programs. To further its commitment to continuous improvement and assuring quality, ABET initiated a longitudinal study focusing on the preparedness of graduates educated under EC2000 and the efficacy of the new criteria. In a sense, EC2000 and ABET must itself be evaluated to determine if its new goals have been achieved and to what extent. The study will address some key questions: Is the preparation of engineering students entering the profession improving? Are the criteria helping institutions better prepare students to enter the profession? Are students better prepared today under the new outcomes-based criteria than under the conventional criteria? The length of the study will provide benchmarking measurements, a baseline and end points, for longitudinal analysis in the years ahead as well as ongoing feedback on the progress of the new criteria in accomplishing its goals (ABET Communications Link, 2002).
The criteria themselves have been designed by ABET to emphasize student learning outcomes and the related institutional processes that promote the value of assessment, ensure the fulfillment of educational objectives, create an atmosphere of continuous quality improvement, and encourage self-accountability (ABET Communications Link, 2002). Accordingly, the eight criteria may be viewed as three subcategories:

1. student learning outcomes criteria (items a-k under General Criteria 3)
2. institutional process criteria (the remaining items in General Criteria 1 through 7)
3. program-specific criteria (the final General Criteria 8)

The new engineering criteria (a-k) under Criteria 3-Program Outcomes and Assessment departs from such rigid requirements as the 16-credit hours of engineering design, yet still maintains the traditional core of math, science, and engineering requirements. However, an important new skill set has been added that includes teamwork and communication, global and societal awareness, ethical responsibility, and continuing education (ABET, Inc., 1993; Peterson, 1997). In designing EC2000, ABET emphasized the practice of continuous improvement through a broader approach focusing on input of constituencies, processes, and linking program objectives to resources such as students, faculty, facilities, and institutional and financial support. These resource requirements constitute the other half of EC2000. And finally, Criteria 8-Program Criteria are more discipline specific in nature. Certain engineering programs must satisfy a number of additional requirements related to curricular topics and faculty qualifications (ABET, Inc., 2003; Aldridge & Benefield, 1998).
ABET ENGINEERING CRITERIA SURVEY

GENERAL QUESTIONS – This section is to be completed by all respondents

1. Current Profession and Position (Check all that apply):
   Practicing Engineer and/or Engineering Management
   □ Corporate Vice President, Director, etc.
   □ Chief Engineer, Senior Engineer, etc.
   □ Project Manager, Manager, Supervisor, etc.
   □ Other: ________________________________

   Engineering Education
   □ Graduate Faculty Member in an Engineering Program
   □ Undergraduate Faculty Member in an Engineering Program
   □ Dean/Chair of an Undergraduate Engineering Program
   □ Other: ________________________________

   Other (includes non-engineering positions)
   □ Describe your profession/position: ________________________________

2. Total number of years in the engineering profession (includes teaching engineering curriculum):
   □ Less than one year □ 1-3 years □ 4-6 years □ 7-9 years □ 10+ years

3. Highest degree earned (Mark only one):
   □ High School diploma
   □ Associate’s degree
   □ Bachelor’s degree
   □ Master’s degree
   □ Ph.D
   □ Other: ________________________________

GENERAL INSTRUCTIONS FOR REMAINDER OF THE SURVEY

The survey is divided into three parts indicating a specific profession, as shown below. Please complete the part(s) that most closely applies to your profession. If more than one section applies to you, complete each one.

Part A (page 2) – Practicing Engineers and/or Engineering Management
Part B (page 3) – Faculty Members in a Graduate-Level Engineering Program
Part C (page 4) – Deans/Chairs and Faculty Members in an Undergraduate-Level Engineering Program
PART A
PRACTICING ENGINEERS AND/OR ENGINEERING MANAGEMENT
This section is to be completed by those currently employed as engineers

Directions: For the questions below, consider the duties required of any entry-level engineering position at your company. Also consider individuals whom you have worked with or supervised who had recently completed a four-year undergraduate engineering program from an ABET-accredited institution and had no prior experience in the field.

1. How much of your time do you spend with recent engineering graduates?
   - [ ] Almost All  ■ Most  [ ] Some  [ ] Little  [ ] Almost None

2. For each general skill below, circle the numerical value in each column that most accurately describes:

   How Critical: How critical the skill is for recent engineering graduates to be successful at an entry-level engineering position at your company.

   Performance: How well the recent engineering graduates you have worked with in the last year meet your company’s expectations for an entry-level engineering position.

<table>
<thead>
<tr>
<th>SKILL</th>
<th>HOW CRITICAL TO SUCCESSFUL PERFORMANCE IN THE POSITION</th>
<th>ACTUAL PERFORMANCE IN THE POSITION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Required Useful Essential</td>
<td>Needs Improvement Meets Exceeds</td>
</tr>
<tr>
<td>Ability to design and conduct experiments, as well as to analyze and interpret data</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to design a system, component, or process to meet desired needs</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to apply knowledge of mathematics, science, and engineering</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to identify, formulate, and solve engineering problems</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Understanding of professional and ethical responsibility</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to function on multi-disciplinary teams</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Broad education necessary to understand the impact of engineering solutions in global and societal context</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Recognition of the need for, and an ability to engage in life-long learning</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to communicate effectively</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Knowledge of contemporary issues</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to use the techniques, skills, and modern engineering tools necessary for engineering practice</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
</tbody>
</table>

3. What other skills and/or qualities do you expect an entry-level engineer at your company to possess?

If you are not in education, please stop here and bring your completed survey to the 2000 Summer Annual Meeting.
Thank you for your time and assistance!
### PART B
GRADUATE FACULTY MEMBERS
This section is to be completed by those currently teaching engineering at the graduate level

**Directions:** For the questions below, consider students who recently entered a graduate-level engineering program at your institution, who had just completed a four-year undergraduate engineering program from an ABET-accredited institution and had no prior experience in the field.

1. For each general skill listed below, circle the numerical value in each column that most accurately describes:

   **How Critical:** How critical the skill is for entering students to be successful at a graduate-level engineering program at your school.

   **Performance:** How well the most recent entering students meet your expectations for graduate-level engineering coursework.

<table>
<thead>
<tr>
<th>SKILL</th>
<th>HOW CRITICAL TO SUCCESSFUL PERFORMANCE IN THE PROGRAM</th>
<th>ACTUAL PERFORMANCE IN THE PROGRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Required</td>
<td>Useful</td>
</tr>
<tr>
<td>Ability to design and conduct experiments, as well as to analyze and interpret data</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to design a system, component, or process to meet desired needs</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to apply knowledge of mathematics, science, and engineering</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to identify, formulate, and solve engineering problems</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Understanding of professional and ethical responsibility</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to function on multi-disciplinary teams</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Broad education necessary to understand the impact of engineering solutions in global and societal context</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Recognition of the need for, and an ability to engage in life-long learning</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to communicate effectively</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Knowledge of contemporary issues</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Ability to use the techniques, skills, and modern engineering tools necessary for engineering practice</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
</tbody>
</table>

2. What other skills and/or qualities do you expect entering graduate students at your school to possess?

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

If you are not a Dean/Chair or a faculty member of an undergraduate engineering program, please stop here and bring your completed survey to the 2000 Summer Annual Meeting. Thank you for your time and assistance!
1. Consider the activities of your institution's undergraduate engineering program(s). For each item below, circle the numerical value in each column that most accurately describes:

- **How Critical**: How critical the item is to your program's overall effectiveness in preparing graduates for the practice of engineering at a professional level.
- **Implementation**: Indicate the degree to which this item is currently functioning in your program(s).

<table>
<thead>
<tr>
<th>ITEM</th>
<th>HOW CRITICAL TO PROGRAM’S EFFECTIVENESS</th>
<th>DEGREE OF IMPLEMENTATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Required</td>
<td>Useful</td>
</tr>
<tr>
<td>Evaluation, advisement, and monitoring of students in order to determine the program's success in meeting its objectives.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Existence and enforcement of policies for acceptance of transfer students and for the validation of courses taken for credit elsewhere.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Existence and enforcement of procedures to assure students meet program requirements.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Detailed, published educational objectives that are consistent with the mission of the institution and ABET accreditation criteria.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>A process based on the needs of the program’s various constituencies in which the objectives are determined and periodically evaluated.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Curriculum and processes that ensure achievement of the program’s objectives.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>A system of ongoing evaluation that demonstrates achievement of the program’s objectives and uses the results to improve effectiveness of the program.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>An assessment process, with documented results, which demonstrates that the outcomes important to the mission of the institution and the objectives of the program are being measured.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Application of assessment results to the further development and improvement of the program.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>A curriculum that culminates in a major design experience based on the knowledge and skills acquired in earlier course work and incorporating engineering standards and realistic constraints.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>A curriculum that includes one year of college level mathematics and basic sciences (some with experimental experience) appropriate to the discipline.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>A curriculum that includes one and a half years of engineering topics, consisting of engineering sciences and engineering design appropriate to the student's field of study.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>A curriculum that includes a general education component that complements the technical content and is consistent with the program and institution objectives.</td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
</tbody>
</table>

CONTINUED ON THE FOLLOWING PAGE...
PART C
DEANS/CHAIRS & FACULTY MEMBERS OF AN UNDERGRADUATE ENGINEERING PROGRAM
This section is to be completed by those currently overseeing or teaching an undergraduate level engineering program at a postsecondary institution.

(Continued from previous page)

<table>
<thead>
<tr>
<th>ITEM</th>
<th>HOW CRITICAL TO PROGRAM'S EFFECTIVENESS</th>
<th>DEGREE OF IMPLEMENTATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Required</td>
<td>Useful</td>
</tr>
<tr>
<td>Faculty which are of sufficient number and have the competencies to cover all the curricular areas of the program.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Sufficient faculty to accommodate adequate levels of student-faculty interaction, student advising and counseling, university services activities, professional development, and interaction with industrial and professional practitioners and employers, as well as employers of students.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Classrooms, laboratories, and associated equipment that are adequate to accomplish program objectives and provide an atmosphere conducive to learning.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Computing and information infrastructures which support the scholarly activities of the students and faculty and the educational objectives of the institution.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Institutional support, financial resources, and constructive leadership that are adequate to assure the quality and continuity of the program.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Sufficient resources to attract, retain, and provide for the continued professional development of a well-qualified faculty.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Sufficient resources to acquire, maintain, and operate facilities and equipment appropriate for the engineering program.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
</tbody>
</table>

2. What other activities do you feel are essential to overall program effectiveness?

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

Thank you for your time and assistance!
Dear ASME member,

The Accreditation Board for Engineering and Technology (ABET), the organization that accredits engineering and technology programs at over 500 colleges and universities in the United States, is requesting your assistance. Recognizing the challenges facing engineers to meet the needs of technology and the industry in the 21st century, ABET rewrote a new set of criteria for accreditation. You may already be familiar with these new criteria, known as Engineering Criteria 2000 (EC2000), which were adopted in 1997 for full implementation in the year 2000.

In an effort to embrace continuous quality improvement, ABET has undertaken a longitudinal study of the new criteria and their impact on an engineering graduate’s preparation for practice. As a member of ASME, you can contribute valuable information to this ongoing investigation. The attached survey is part of a pilot study to assess EC2000. Please aid us in this endeavor by completing the survey, which should take no longer than 20 minutes of your time. Your candid responses are important. You need not give your name, however, we ask that you volunteer your name below in case we wish to contact you to help us refine the survey instrument itself (question wording, clarity, etc.).

The survey will be collected at the ASME Summer Annual Meeting, June 4-8, 2000, so you may wish to complete it now then bring it with you to Providence. Your assistance is greatly appreciated!

Sincerely,

The Accreditation Board for Engineering and Technology

Contact Information:

Name: ____________________________________________________________

Phone: __________________________________________________________

E-mail: _________________________________________________________
Dear «TITLE» «LAST_NAME»,

The Accreditation Board for Engineering and Technology (ABET), the organization that accredits engineering and technology programs at over 500 colleges and universities in the United States, is requesting your assistance. Recognizing the challenges facing engineers to meet the needs of technology and the industry in the 21st century, ABET rewrote a new set of criteria for accreditation. You may already be familiar with these new criteria, known as Engineering Criteria 2000 (EC2000), which were adopted in 1997 for full implementation in the year 2000.

In an effort to embrace continuous quality improvement, ABET has undertaken a longitudinal study of the new criteria and their impact on an engineering graduate’s preparation for practice. As a member of «ORG», you can contribute valuable information to this ongoing investigation. The attached survey is part of a pilot study to assess EC2000. Please aid us in this endeavor by completing the survey, which should take no longer than 20 minutes of your time. Also attached is a feedback form to help us refine the survey instrument itself. Your candid responses are important.

Be assured that all of your responses are completely confidential. A postage-paid envelope is included for your convenience. Please respond by February 21, 2001.

Sincerely,

Accreditation Board for Engineering and Technology
March 8, 2001

Dear «TITLE» «LAST_NAME»,

Recently, you received the Engineering Criteria Survey asking about the new set of criteria for accreditation, EC2000, which was rewritten and adopted by the Accreditation Board for Engineering and Technology (ABET) in 1997 and fully implemented last year. We know that you are busy, but we hope you can find time to fill out and return the enclosed survey. By doing so, you can contribute valuable information to ABET’s ongoing investigation of its new criteria and their impact on an engineering graduate’s preparation for practice.

The survey should take no longer than 20 minutes to complete. Also attached is a feedback form to help us refine the survey instrument itself. Be assured that all of your responses are confidential. A postage-paid envelope is included for your convenience. Please respond by March 23, 2001.

If you have already sent out your reply, kindly disregard this notice. Thank you!

Sincerely,

Accreditation Board for Engineering and Technology

«CODE»
The Accreditation Board for Engineering and Technology (ABET), the organization that accredits engineering and technology programs at over 500 colleges and universities in the United States, is requesting your assistance. Recognizing the challenges facing engineers to meet the needs of technology and the industry in the 21st century, ABET rewrote a new set of criteria for accreditation. You may already be familiar with these new criteria, known as Engineering Criteria 2000 (EC2000), which were adopted in 1997 for full implementation in the year 2000.

In an effort to embrace continuous quality improvement, ABET has undertaken a longitudinal study of the new criteria and their impact on an engineering graduate’s preparation for practice. In your position, you can contribute valuable information to this ongoing investigation. The attached survey is part of a pilot study to assess EC2000. Please aid us in this endeavor by completing the survey, which should take no longer than 20 minutes of your time. Also attached is a feedback form to help us refine the survey instrument itself. Your candid responses are important.

Be assured that all of your responses are completely confidential.

Sincerely,

Accreditation Board for Engineering and Technology
Subject: Your feedback is requested on the ABET Engineering Criteria Survey

Last month, you completed the ABET Engineering Criteria Survey. The valuable information you supplied will assist ABET in a longitudinal study of its new criteria, EC2000. The survey was part of a pilot study, in which one goal was to produce a survey form that is usable, reliable and valid, and provides ABET with the information needed.

Will you please assist us once more by commenting on the survey instrument itself? Your input will help to ensure that in the future your colleagues will have little difficulty contributing to the on-going investigation through this survey. Please respond to the 10 questions listed below by answering yes or no, then elaborating as appropriate. Any recommendations you may have in the areas where the survey could be improved would be greatly appreciated. For reference, the same ABET Engineering Criteria Survey you completed is attached.

You may submit your feedback via return e-mail to: litz@aug.com. We look forward to hearing from you soon and thank you again for your assistance.

Sincerely,

Accreditation Board for Engineering and Technology

Were the questions clear?
Were you able to understand the directions provided?
Were the procedures simple?
 Were you able to follow the general format easily?
Were the rating scales appropriate?
Did it take you 20 minutes or less to complete the survey?
Was the length of survey acceptable?
Was the survey easy to read?
Was there adequate space for making appropriate marks?
Was there adequate space for comments?
Appendix C1
ABET ENGINEERING CRITERIA SURVEY INSTRUMENT FEEDBACK

The survey you just completed is intended to provide ABET with usable, reliable and valid information. Please help us to evaluate the survey instrument by giving your critique below. Your input will help to ensure that in the future your colleagues will have little difficulty contributing to the ongoing investigation through this survey.

Were the questions clear?


Were you able to understand the directions provided?


Were the procedures simple?


Were you able to follow the general format easily?


Were the rating scales appropriate?


Approximately how long did it take you to complete the survey?


Was the length of survey acceptable?


Was there adequate space for making appropriate marks?


Was there adequate space for comments?


Please offer any other suggestions you may have about the survey.


Thank you again for your time and assistance!
### Appendix D

<table>
<thead>
<tr>
<th>Judges</th>
<th>Current Profession/Position</th>
<th>Time spent w/ recent graduates (Industry only)</th>
<th>Survey Distribution Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Industry: Other—Director of Engineering (Ret)</td>
<td>little</td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>2</td>
<td>Industry: Other—Professional Engineer</td>
<td>some</td>
<td>3(^{rd})</td>
</tr>
<tr>
<td>3</td>
<td>Industry: Chief Engineer, Senior Engineer, etc.</td>
<td>some</td>
<td>3(^{rd})</td>
</tr>
<tr>
<td>4</td>
<td>Industry: Project Manager, Manager, Supervisor, etc.</td>
<td>little</td>
<td>3(^{rd})</td>
</tr>
<tr>
<td>5</td>
<td>Education: Graduate Faculty Member in an Engineering Program</td>
<td></td>
<td>1(^{st})</td>
</tr>
<tr>
<td>6</td>
<td>Education: Dean/Chair of an Undergraduate Engineering Program</td>
<td></td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>7</td>
<td>Education: Graduate/Undergraduate Faculty Member in an Engineering Program</td>
<td></td>
<td>3(^{rd})</td>
</tr>
<tr>
<td>8</td>
<td>Education: Graduate/Undergraduate Faculty Member in an Engineering Program</td>
<td></td>
<td>3(^{rd})</td>
</tr>
<tr>
<td>9</td>
<td>Industry: Corporate Vice President, Director, etc.</td>
<td>most</td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>10</td>
<td>Industry: Other—Director of Engineering Projects</td>
<td>most</td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>11</td>
<td>Industry: Other—Military</td>
<td>most</td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>12</td>
<td>Industry: Other—Previously Practicing Engineering &amp; Recently entered Graduate Faculty Member in an Engineering Program</td>
<td>some</td>
<td>3(^{rd})</td>
</tr>
<tr>
<td>13</td>
<td>Education: Graduate Faculty Member in an Engineering Program</td>
<td></td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>14</td>
<td>Education: Graduate/Undergraduate Faculty Member in an Engineering Program</td>
<td></td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>15</td>
<td>Education: Graduate/Undergraduate Faculty Member in an Engineering Program</td>
<td></td>
<td>2(^{nd})</td>
</tr>
<tr>
<td>16</td>
<td>Education: Graduate Faculty Member in an Engineering Program</td>
<td></td>
<td>2(^{nd})</td>
</tr>
</tbody>
</table>

*Note.* The response scale consisted of “almost all”, “most”, “some”, “little”, and “almost none”. 1\(^{st}\) = members of the Council on Education division of the American Society of Mechanical Engineers (ASME) who attended the ASME Summer Meeting; 2\(^{nd}\) = entire membership of the Council on Education division of ASME and the Academic Affairs Committee of the American Institute of Aeronautics and Astronautics (AIAA) received the survey by mail; 3\(^{rd}\) = personal contacts to various entities involved in the engineering field to include an engineering firm, a municipality, two government-sponsored agencies, and a university.